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Abstract
Stimulationofaprincipalwhiskeryields sparseactionpotential (AP) spiking in layer2/3 (L2/3)pyramidalneurons inacortical column
ofratbarrelcortex.ThelowAPrates inpyramidalneuronscouldbeexplainedbyactivationof interneurons inL2/3providinginhibition
onto L2/3pyramidalneurons. L2/3 interneurons classifiedas local inhibitorsbasedon theiraxonal projection in the samecolumnwere
reported to receive strong excitatory input from spiny neurons in L4, which are also themain source of the excitatory input to L2/3
pyramidalneurons.Here,weinvestigatedtheremainingsynapticconnectioninthis intracolumnarmicrocircuit.Wefoundstrongand
reliable inhibitory synaptic transmission between intracolumnar L2/3 local-inhibitor-to-L2/3 pyramidal neuron pairs [inhibitory
postsynaptic potential (IPSP) amplitude −0.88 ± 0.67 mV]. On average, 6.2 ± 2 synaptic contacts weremade by L2/3 local inhibitors onto
L2/3 pyramidal neurons at 107 ± 64 µm path distance from the pyramidal neuron soma, thus overlapping with the distribution of
synaptic contacts from L4 spiny neurons onto L2/3 pyramidal neurons (67 ± 34 µm). Finally, using compartmental simulations, we
determinedthesynapticconductancepersynapticcontact tobe0.77 ± 0.4 nS.Weconcludethatthesynapticcircuit fromL4toL2/3can
provide efficient shunting inhibition that is temporally and spatially aligned with the excitatory input from L4 to L2/3.
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Introduction

Inhibitory connections contribute to postsynaptic non-linear
dendritic computation and plasticity (Llinas et al. 1968; Miles

et al. 1996; Larkum et al. 1999). The relevance of these connec-
tions for the shaping of sensory representations in neocortex
has been demonstrated for several cortical areas including the vis-
ual, olfactory, and auditory system (Rose and Blakemore 1974;
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Sillito 1975; Pollaket al. 2002;Wuet al. 2008; Poo and Isaacson 2009;
Liu et al. 2011; Adesnik et al. 2012; for a review, cf. Isaacson and
Scanziani 2011). In the supragranular layers of the somatosensory
cortex, action potential (AP) responses to sensory stimuli are es-
pecially sparse in L2/3 pyramidal neurons in vivo (“sparse” cod-
ing, Brecht et al. 2003; Celikel et al. 2004; de Kock et al. 2007;
Kerr et al. 2007), despite the strong and reliable excitatory input
L2/3 receives from L4 (Feldmeyer et al. 2002; Silver et al. 2003).
It was found that GABAergic inhibitory neurons are numerous
in supragranular layers in rat barrel cortex (Meyer et al. 2011).
Therefore, it is critical to quantitatively understand how L2/3 in-
terneurons contribute to the low AP spiking in L2/3 pyramidal
neurons upon sensory stimuli.

The relevant L4-to-L2/3microcircuit is composed of excitatory
and inhibitory pathways that are activated by L4 spiny neurons
following whisker deflection and that both converge onto L2/3
pyramidal neurons (Fig. 1D). The excitatory pathway of this
microcircuit consists of L4 spiny neurons innervating L2/3 pyr-
amidal neurons (Feldmeyer et al. 2002). The inhibitory pathway
consists of L4 spiny neurons targeting L2/3 interneurons
(Helmstaedter et al. 2008). These, in turn, target L2/3 pyramidal
neurons. Previous reports showed that activation of subgroups
of readily excitable L2/3 interneurons from L4 is very effective
(Helmstaedter et al. 2008). These L2/3 interneurons can thus con-
tribute substantially to the shaping of the precise temporal pat-
tern of AP spiking in L2/3 pyramidal neurons.

In thepresent study,we thereforeused invitropaired recordings
to characterize the connection between axonally defined locally
projecting L2/3 interneurons (“L2/3 local inhibitors,” Helmstaedter
et al. 2009b) and L2/3 pyramidal neurons in the same column.
While inhibitory synaptic connections within L2/3 have been stud-
ied (Thomson et al. 1996, 2002; Reyes et al. 1998; Gupta et al. 2000;
Holmgren et al. 2003; Xu and Callaway 2009; Avermann et al.
2012; Pfeffer et al. 2013), knowledge on the absolute strength of syn-
aptic conductance for precisely defined interneuron types is still
missing. Dendritic computations were shown to be highly non-
linear and to critically depend on the precise location of synaptic
contacts on the dendritic tree (Behabadi et al. 2012; Gidon and
Segev 2012; Jadi et al. 2012). To obtain data for realistic quantitative
models of the L4-to-L2/3 microcircuit, it was thus crucial to record
not only synaptic transients, but also to determine the number
and locationof synaptic contactspercell pair. This allowedus to ob-
tain estimates of inhibitory synaptic conductance strengthusing an
inverse compartmental modeling approach. With this we can pro-
vide the missing quantitative circuit data required for mechanistic
models of the L4-to-L2/3 circuit within a cortical column.

Methods
Preparation, Solutions

All experimental procedures were performed according to the
German Animal Welfare Act. Wistar rats (19–22 days old, both
sexes) were anesthetized with isoflurane and decapitated. The
brain was removed and slices of somatosensory cortex were cut
in ice-cold extracellular solution containing 6–7 mM MgCl2/
1 mM CaCl2 at 350 µm thickness in a thalamocortical plane [for
a detailed description, see Agmon and Connors (1991)] with
minor modifications (Feldmeyer et al. 1999; Helmstaedter et al.
2008) using a vibrating microslicer (Slicer HR-2; Sigmann Elektro-
nik, Hueffenhardt, Germany). Slices were subsequently incu-
bated for 30–45 min in extracellular solution at 22–24 °C. In
some experiments (n = 6), brains were incubated at 35 °C for

Figure 1. Paired whole-cell recordings of L2/3 pyramidal neurons and L2/3

interneurons. (A) Bright field image of the barrel field prior to recording.

Positions of recorded cells are depicted by black arrows. (B) High-magnification

DIC images of the pre- (bottom picture) and postsynaptic (upper picture)

neuron. (C) Computer-aided reconstruction of soma, dendrites, and axon of the

presynaptic (L2/3 interneuron, red, red, and blue) and postsynaptic (L2/3

pyramidal neuron, white, white, and green) neurons. (D) Schematic drawing of

the L4-to-L2/3 microcircuit. The connection between L2/3 interneurons (red)

and pyramidal neurons (blue) was characterized in this study. Previous studies

by Feldmeyer et al. (1999, 2002, 2005, 2006) and Helmstaedter et al. (2008)

characterized the intracolumnar connections shown in gray.
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30 min as in Frick et al. (2007). Inhibitory postsynaptic potential
(IPSP) amplitude, AP–IPSP latency, 20–80% rise time, and decay
time constant were not significantly different between both pre-
parations (one-way ANOVA). During recording, slices were con-
tinuously superfused with an extracellular solution containing
(in mM): 125 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2,
1 MgCl2, and 25 glucose (equilibrated with 95% O2 and 5% CO2).
The pipette (intracellular) solution contained (in mM): 135 K-glu-
conate, 10 HEPES, 10 phosphocreatine, 4 KCl, 4 ATP-Mg, and 0.3
GTP (adjusted to pH 7.2 with KOH). Biocytin (Sigma, Munich,
Germany) at a concentration of 4–6 mg/mL was added to the pip-
ette solution, and cells were filled during 1–2 h of recording.

Identification of Barrels

Slices were placed in the recording chamber under an upright
microscope (Axioskop, Carl Zeiss, Göttingen, Germany) and in-
spected at low magnification (×5/0.15 NA) using bright-field illu-
mination. Barrels were identified as >2 light “hollows” in L4
separated by dark bands. The barrel field was photographed for
later analysis.

Electrophysiological Recordings

Interneurons were searched in L2/3 above barrels using a water
×60/0.90 NA objective and infrared differential interference con-
trast (IR-DIC) microscopy (Dodt and Zieglgansberger 1990; Stuart
et al. 1993). The intrinsic electrical excitability of the interneuron
was then recorded using rectangular current pulses of 500 ms
length and varying amplitude [similar to Helmstaedter et al.
(2009a); for details see below]. Pyramidal neurons in L2/3 were
patched with a second pipette (Fig. 1A,B). APs were then elicited
in the interneuron to test for synaptic connections. To capture
small IPSPs, pyramidal neurons were depolarized to −50 to
−60 mV during the connection test and the response was aver-
aged over at least 18 sweeps. After recording, the pipettes were
positioned above the recorded cells, and the barrel pattern was
again photographed at low magnification using bright-field illu-
mination. All recordings were performed in whole-cell configur-
ation at 32–36 °C.

Histological Procedures

After recording, sliceswerefixed at 4 °C for at least 24 h in 100 mM
PBS, pH 7.4, containing 4% paraformaldehyde. Slices containing
biocytin-filled neurons were processed using amodified protocol
described previously (Lübke et al. 2000). Slices were incubated in
0.1% Triton X-100 solution containing avidin-biotinylated horse-
radish peroxidase (ABC-Elite-Kit; Camon, Wiesbaden, Germany);
subsequently, theywere reacted using 3,3-diaminobenzidine as a
chromogen under visual control until the dendritic and axonal
arborization was clearly visible. Slices were then mounted on
slides, embedded in Mowiol (Kuraray Specialities Europe, Frank-
furt am Main, Germany), and enclosed with a coverslip.

Reconstructions and Morphological Analysis

Three-dimensional reconstructions of biocytin-labeled pairs
were made using the Neurolucida software (MicroBrightField,
Colchester, VT, USA) and an Olympus Optical (Hamburg,
Germany) BX51 microscope at a final magnification of ×1000
using a ×100, 1.25 NA objective (Fig. 1C). The reconstructions
were used to construct average length–density maps of the pre-
and postsynaptic axons and dendrites. Pairs were then classified
according to the axonal projection type of the presynaptic L2/3

interneuron with respect to the home barrel column (Fig. 2; cf.
Results and Discussion; Helmstaedter et al. 2009b). A maximum
value of 0.35 for axonal “laterality”was defined to separate “local”
from “lateral” interneurons. This value corresponds to the inter-
section between the normal distributions of axonal laterality of
the most similar local and lateral inhibitor group [local inhibitor
group 1 and lateral inhibitor group 1; for a detailed description of
interneuron groups, see Helmstaedter et al. (2009a)]. The same
method was applied to calculate a maximum “verticality” of 0.26
(local inhibitor group 3 and translaminar inhibitor group 1). Only
pairs with complete staining of the dendrites and axonswere cho-
sen for identification of putative synaptic contacts. Potential con-
tacts were identified as a close apposition of a presynaptic axon
and the postsynaptic dendrite in the same focal plane, visualized
at ×1000 magnification (cf. Feldmeyer et al. 2002).

Intrinsic Electrical Excitability

Rectangular current pulses of 500 ms duration and varying amp-
litude were injected into the soma of the interneuron (cf. Fig. 3).
From these traces, 5 parameters were quantified as described
previously (Helmstaedter et al. 2009a): (1) AP frequency

Figure 2. Quantitative analysis of the axonal projection domains. (A)

Reconstruction of a L2/3 interneuron (soma and dendrites, black; axon, blue)

from rat barrel cortex. Home column, white; area beyond home column and

adjacent septa, gray. The laterality was defined as a linear combination of the

ratio of axonal path length extending beyond the home column and the total

lateral axonal extent (90% of the axonal length density, cf. Methods) extending

beyond the home column in units of home-column width. (B) Reconstruction of

a L2/3 interneuron from barrel cortex. Color code as above. The verticality was

defined as the ratio of axonal path length extending vertically beyond the upper

border of L4. (C) Distribution of axonal laterality and verticality for 26 local inhibitor

interneurons (red). Maximum laterality and verticality of the axonal projection

(laterality of axonal projection and verticality of axonal projection, respectively)

for local inhibitors were derived from the probability density function (p.d.f.) of

laterality and verticality of interneuron groups in a study by Helmstaedter et al.

(2009a). An inset shows the axonal laterality and verticality of interneurons

examined in this latter study (cf. Methods and Results; inset: local inhibitor group

1, black; lateral inhibitor group 1, purple; local inhibitor group 3, light blue; feedback

inhibitor group 1, orange).
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adaptation ratio (Fig. 3B), measured as offset between the initial
and last frequency on a mono-exponential fit to the frequencies
in the AP train for which the initial frequency was closest to
100 Hz (100 Hz trace, Fig. 3A), (2) AP after-hyperpolarization
(AHP) minimum voltage adaptation, measured as the offset be-
tween the first and the last AHPminimum voltage on amono-ex-
ponential fit to the AHP minimum voltages in the 100-Hz trace
(Fig. 3C), (3) the AP half width of the first AP in the 100-Hz trace
(Fig. 3F), (4) AP firing threshold, and (5) somatic input resistance
at resting membrane potential, measured as I/V ratio (Fig. 3D,E).

Analysis of Postsynaptic Potentials

APs were elicited in the interneuron and the subsequent PSP
changes in the pyramidal neuron were recorded. PSPs that were
hyperpolarizing at the holding potential of −50 to −60 mV were
classified as IPSPs. Unitary PSP propertieswere determined as de-
scribed previously (Feldmeyer et al. 1999) with some modifica-
tions for the analysis of IPSPs. Briefly, a putative IPSP peak was
determined within a “peak search window” of 6–18 ms after the
presynaptic AP, and the IPSP amplitude was averaged over a
0.8-ms window (0.3 ms before and 0.5 ms after the determined
peak time). Subsequently, a baseline potential measured in a
5-ms window just preceding the IPSP was subtracted. Failures
were detected as events with amplitudes of <1.5 times the

baseline noise within the baseline window or with latencies ex-
ceeding the average latency by >1.5 ms. To compensate for
sweeps that were incorrectly classified as failures due to very
small IPSP amplitudes, a corrected failure rate (frcorr) was calcu-
lated for each connection. First, all sweeps that were classified
as failures (nfailures) were averaged (averaged failure trace, aft)
and analyzed as described above to determine the IPSP ampli-
tude in that trace [IPSPAmp(aft)]. Examples of failures, successful
transmissions, an average failure trace, and an average trace of all
sweeps for a weak connection (−0.23 mV IPSP amplitude) are
given in Supplementary Figure 7. The ratio of the IPSP amplitude
in the average failure trace [IPSPAmp(aft)] to the IPSP amplitude in
an average trace of all sweeps (IPSPAmp) was assumed to approxi-
mate the ratio of incorrectly classified failures. Thus, the frcorr
was calculated as

frcorr ¼
nfailures � 1� IPSPampðaftÞ

IPSPamp

� �� �

nsweeps
ð1Þ

The time points at which the IPSP attained 20% and 80% of the
total IPSP amplitude were determined on a parabolic fit to the
initial and final IPSP rise phase, respectively. The difference be-
tween these time points was recorded as 20–80% rise time. The

Figure 3.Quantification of intrinsic electrical parameters. (A) AP discharge pattern of a local inhibitor evoked by somatic injection of a 500-ms current pulse. The tracewith

an initial frequency closest to 100 Hz (interspike-interval of ∼10 ms) was chosen for further analysis. (B) AP frequency adaptation, measured as ratio between the initial

and last frequencyon amono-exponentialfit to the frequencies in theAP train shown in (A). (C) APAHPminimumvoltages in theAP train shown in (A). The offset between

thefirst and the last AHPminimumvoltage on amono-exponentialfit to theAHPminimumvoltageswas calculated asAHPminimumvoltage adaptation. (F) APhalfwidth

of the first AP in the AP train shown in (A). (D) Membrane voltage responses of the same interneuron to subthreshold current injections at resting membrane potential.

(E) I/V ratio corresponding to (D). The I/V ratio was used to constrain the somatic input resistance at resting membrane potential (cf. Methods).
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decay was mono-exponentially fitted in a 50- to 70-ms window
starting 5 ms after the IPSP peak.

Paired-pulse ratioswere determined fromaveraged traces. Re-
cordings were made at different holding potentials, and a
weighted linear fit for at least 3 holding potentials around the
resting membrane potential was used to constrain the synaptic
reversal potential. De- and hyperpolarizing rectangular current
pulses of 500 ms length were used to estimate the membrane
time constant (τm). Subthreshold I–V curves were fitted assuming
a quadratic relation between injected current and the resulting
voltage deflection, enabling prediction of Rin over a broad voltage
range (Waters and Helmchen 2006). AP discharge patterns were
quantitatively analyzed offline [for details, see Helmstaedter
et al. (2009b)]. Corrections for series resistance were done offline
for all recordings.

Simulations

Ten pairs for which all previous analyses could be completed
were chosen for simulation. Neurolucida reconstructions were
converted to a format readable byNEURONusing custom-written
procedures (cf. Helmstaedter et al. 2009b). Modeling was per-
formed using NEURON 5.8 (Hines and Carnevale 1997). Fitting
was done with NEURON using the principal axis method (Brent
1973) for parameter searching. Parameters were determined for
each neuron individually. Ri was assumed to be 150 Ωcm based
on previous studies (Trevelyan and Jack 2002; Sarid et al. 2007).
For this Ri, the membrane resistance at the holding potential
(Rm,Ehold) and at the resting membrane potential (Rm,Erest) were
optimized to fit the experimental Rin at the holding potential
and resting membrane potential, respectively. Cm was calculated
as Rm,Erest/experimental τm. Spines were inserted into the den-
drites by modifying the physical dimensions (diameter, d, and
length, l) of each dendritic section as in Stratford et al. (1989):

F ¼ ðAsh þ AspÞ=Ash; ð2Þ

d0 ¼ d � F1=3; ð3Þ

l0 ¼ l � F2=3; ð4Þ

with Ash the area of the shafts and Asp the area of the spines.
The area of each spine in μm2 and spine density per μm den-

dritic length were assumed to be 1 and 0.97, respectively (Lübke
et al. 2003).

Inhibitory synaptic conductance gsyn (nS) at the contact site
was modeled as:

gsynðtÞ ¼ gsyn;max

� c1 c2 � e
�

t
τdecay1 � e

�
t

τrise

0
B@

1
CAþ ð1� c2Þ � e

�
t

τdecay2

0
B@

1
CA;

ð5Þ

with a dimensionless constant c2 ranging from 0 to 1, and a con-
stant c1 defined so that the peak conductance equals gsyn,max (cf.
Supplementary Table 1 for further details on the implementation
of the above equation in NEURON). The synaptic reversal poten-
tial was set to fit the experimentally observed reversal potential.
Minimization of the mean squared error between themodel out-
put and the averaged experimentally recorded somatic IPSP in 2
fitting windows at the most depolarized potential served as

target function to optimize the synaptic parameters:

L¼
Pt1þn1�dt

t¼t1 ðυm;simðtÞ�υm;expðtÞÞ2þ2
Pt2þn2�dt

t¼t2 ðυm;simðtÞ�υm;expðtÞÞ2
n1þn2

ð6Þ

with t1, n1 and t2, n2, onset and duration of the first and second fit-
ting window, respectively. Weighted fitting windows were cho-
sen to obtain equally good fits to the early (first 15–20 ms) and
late phase of the IPSP. On average, the double-weighted fitting
window (t2, n2) to the postsynaptic IPSP began 3 ± 0.4 ms (range
3–4) after the presynaptic AP and had a duration of 15 ± 7 ms
(range 10–37); the single-weightedwindow (t1, n1) began 19 ± 7 ms
(range 15–40) after the AP and had a duration of 63 ± 14 ms (range
30–80).

For all data, mean ± SD are given.

Results
Whole-cell recordings from pairs of L2/3 interneurons and L2/3
pyramidal neurons were made in acute slices of rat barrel cortex
(Fig. 1A,B). Barrel outlines in L4were used to delineate the borders
of putative cortical columns. Only cell pairs with both the pre-
synaptic interneuron and the postsynaptic pyramidal neuron
located in L2/3 of the same column were investigated. Figure 1C
shows the reconstruction of the pair shown in Figure 1A,B. The
L2/3 interneuron axon (shown in blue in Fig. 1C) was largely con-
fined to the home column including the septa. The interneuron
dendrites (shown in red in Fig. 1C) extended to L2/3 and the
upper half of L4.

L2/3 interneurons were classified into axonal projection types
with reference to cortical columns as previously reported (cf. Dis-
cussion; Helmstaedter et al. 2009a, 2009b). In face of varying
interneuron classifications (e.g., Karube et al. 2004; Markram
et al. 2004; Ascoli et al. 2008; DeFelipe et al. 2013), we focused
on the axonal projection with reference to functional cortical
units as the key classification criterion since it directly predicts
synaptic innervation within and across presumed cortical mod-
ules. One possible quantitative method to further subclassify
interneurons based on morphological, intrinsic electrical, and
functional anatomical properties was reported by Helmstaedter
et al. (2009a). The results of this subclassification are presented
in Supplementary Methods, Results, and Discussion, Supple-
mentary Figures 1–3, and Supplementary Tables 2–6.

Identification of L2/3 Interneuron Axonal Projection Type

The axonal projection type of the presynaptic interneuron was
determined based on the distribution of axonal path length
with reference to the layers and borders of the home column
(Fig. 2, cf. Methods and Helmstaedter et al. 2009b for details).
Briefly, laterality of the axonal projection was quantified as the
linear combination of the ratio of axonal path length beyond
the lateral borders of the home column including the septa
and the horizontal extent of axonal path length in units of
width of the home column in L2/3 including half of the septa
(Fig. 2A). Verticality was quantified as the ratio of axonal path
length extending to regions below L2/3 (gray shaded area in
Fig. 2B). Figure 2C shows the distribution of laterality and vertical-
ity for the 26 local inhibitors, defined as interneuronswith laterality
<0.35 and verticality <0.26 based on the classification previously
made in an unbiased population of L2/3 interneurons (Fig. 2C,
inset; cf. Methods; Helmstaedter et al. 2009a).
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Dendritic and Intrinsic Electrical Properties

The dendritic geometry of most local inhibitors would be qualita-
tively described as “multipolar” (Fig. 2). The local inhibitors
shown in Figure 2A,B had 5 and 8 primary dendrites with a
total length of 2.6 and 2.8 mm, respectively. On average, local in-
hibitors had 8.0 ± 2 dendrites with a total length of 3.1 ± 0.6 mm
(n = 26). A gallery of all 26 local inhibitor morphologies is provided
in Supplementary Figure 3. Figure 3A shows theAP discharge pat-
tern of a local inhibitor upon somatic injection of a 500-ms current
pulse. Figure 3D showsmembrane voltage responses of the same
interneuron to subthreshold current injections. These firing pat-
terns would match the often-used description “fast spiking.”

Using these electrical recordings, 5 parameters were quanti-
fied as described previously (Helmstaedter et al. 2009a, cf. Meth-
ods): (1) AP frequency adaptation ratio (Fig. 3B), (2) AP AHP
minimum voltage adaptation (Fig. 3C), (3) the AP half width of
the first AP in the 100-Hz trace (Fig. 3F), (4) AP firing threshold,

and (5) somatic input resistance at resting membrane potential,
measured as I/V ratio (Fig. 3D,E). On average, the AP frequency
adaptation ratio was −0.11 ± 0.21, the AHP minimum voltage
adaptation was 1.9 ± 1.7 mV, the AP half width was 0.39 ± 0.2 ms,
the AP firing threshold was −42.9 ± 5.7 mV, and the somatic input
resistance was 73 ± 31 MΩ. Note, however, that the AP discharge
properties of local inhibitors were very heterogeneous (range:
−0.68 to 0.34, −1.2 to 6.2 mV, 0.25 to 0.83 ms, −54 to −24 mV,
and 34 to 168 MΩ, for the 5 latter properties, respectively).

Synaptic Properties

After classification of L2/3 interneurons, the synaptic properties
of the L2/3 local inhibitor-to-L2/3 pyramidal neuron connections
were analyzed. Figure 4A–D shows data from a single connection.
First, average unitary IPSP properties were determined at a depo-
larized postsynaptic potential (approximately−55 mV, Figure 4A,

Figure 4. Properties of IPSPs in the local inhibitor-to-L2/3 pyramidal neuron connections. (A) Presynaptic APand overlayof 20 successive postsynaptic IPSPs at a postsynaptic

holding potential of −50 mV for the pair shown in Figure 6A. (B) IPSP unitary amplitude histogram for this connection. The unitary IPSP amplitudes (gray) of this pair were

on average −1.75 ± 0.27 mV (n = 56 sweeps) and could be readily distinguished from noise (white). (C) AP–IPSP onset latency histogram for this connection. The AP–IPSP

onset latency of this pair was on average 0.74 ± 0.17 ms. A Gaussian fit demonstrates the narrow distribution. (D) Train of 3 presynaptic APs at 10 Hz (top trace) and

8 consecutive sweeps at a postsynaptic holding potential of −50 mV (middle traces). The PSPs were on average hyperpolarizing and depressing in amplitude (middle

trace). Eight consecutive sweeps at a hyperpolarized postsynaptic holding potential of −90 mV (bottom traces). The PSPs were depolarizing on average (bottom trace).

All recordings were performed using a “low chloride” internal solution (4 mM Cl−). (E and F) Histograms of IPSP amplitudes and AP–IPSP onset latencies for all 26 local

inhibitor-to-L2/3 pyramidal neuron connections, respectively.
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bottom trace and Figure 4D, top traces); measurements were
made using a “low chloride” internal solution (4 mMCl−) tomain-
tain assumedly physiological Cl− concentrations (cf. Methods).
The presynaptic interneuron was stimulated at a frequency of
10 Hz. The IPSP amplitude of the pair shown in Fig. 4A–D was on
average −1.75 ± 0.27 mV (n = 56 sweeps) and could be readily
distinguished from noise (Fig. 4B). The AP–IPSP latency was
0.74 ± 0.17 ms (Fig. 4C). IPSP amplitudes were alsomeasured at hy-
perpolarized holding potentials to extract the synaptic reversal
potential (Fig. 4D, bottom traces, −90 mV holding potential).

Figure 4E shows a histogramof the IPSP amplitudes of the local
inhibitor-to-L2/3-pyramidal-cell connections. The IPSP ampli-
tudes of local inhibitors showed a broad distribution that could
not be explained by the variability of postsynaptic baseline po-
tentials among experiments (mean IPSP amplitude −0.88 ± 0.67
mV, average baseline potential −57 ± 4 mV, Pearson correlation
0.2, P = 0.4, n = 26, cf. Supplementary Fig. 4). The average 20–80%
rise time and decay time constants were 3.5 ± 0.8 (n = 26) and
76 ± 53 ms (n = 26), respectively. Figure 4F shows a histogram
of the AP–IPSP onset latencies in the local inhibitor-to-L2/3 pyram-
idal neuron connections. On average, AP–IPSP latencies were
1.1 ± 0.5 ms (n = 26), ranging from 0.6 to 2.8 ms for individual
connections. Presynaptic APs reliably evoked IPSPs with a low
average failure rate of 7.9 ± 14% (n = 26). This number represents
the failure rate corrected for successful transmissions misclassi-
fied as failures (cf. Methods). The uncorrected failure rate was
10.7 ± 17% (n = 26). In 65% (17 of 26) of pairs, synaptic transmission
never failed at all (18 to 56 sweeps per pair).

In 6 pairs, IPSP amplitudes around resting potential [−75 ± 3
mV (n = 6)] were large enough for quantitative analysis and
found to be 0.23 ± 0.1 mV. This number represents an upper esti-
mate, as IPSP amplitudes at holding membrane potential of ap-
proximately −55 mV in these 6 cells were larger than the total
average of respective IPSPs in all other local inhibitors (−1.2 vs.
−0.88 mV).

Intersoma distance was not significantly associated with the
number of contacts or IPSP amplitudes in the present study
(Spearman correlation coefficient = −0.117, P = 0.654, n = 17 and
−0.127, P = 0.537, n = 26, respectively). Reciprocal connections
were found in 16 of 22 cells tested (73%). EPSP amplitudes were
0.77 ± 0.8 mV on average and were not correlated to IPSP ampli-
tudes (Spearman correlation coefficient =−0.08, P = 0.772, n = 16).

Short-Term Synaptic Dynamics

Figure 5A shows 3 consecutive postsynaptic IPSPs evoked by pre-
synaptic APs at 10 Hz stimulation frequency. In the connection
shown, the paired-pulse ratio was 0.68 for the second to first
and 1 for the third to second IPSP at 10 Hz. Paired-pulse ratios
at 10 and 40 Hz AP frequency for all L2/3 local inhibitors are
shown in Figure 5B,C. Of 26 pairs, 23 showed on average short-
term depression [average paired-pulse ratios: 0.78 ± 0.38 and
1.02 ± 0.53 (n = 26) for first to second AP and second to third AP
at 10 Hz, respectively; 0.64 ± 0.29 and 0.85 ± 0.37 (n = 19) at
40 Hz]). Paired-pulse ratios (10 and 40 Hz) of individual pairs
were determined from an average of 27 (range 18–56) and 20
(range 15–20) sweeps, respectively.

Synaptic Contacts

Figure 6A shows a light microscopic image of a synaptically con-
nected pair of a L2/3 local inhibitor and a L2/3 pyramidal neuron.
Six putative synaptic contacts were found (indicated by black cir-
cles in Fig. 6A). Two of them were located on basal dendrites

(contacts 1 and 6 in Fig. 6A) and 4 on apical oblique dendrites
(contacts 2–4 and 5 in Fig. 6A; see Fig. 6B1–B6 for images at higher
magnification). The presynaptic axon (indicated by black arrows
in Fig. 6B1–B6) was found to intersect with the postsynaptic den-
drite in the same focal plane. The average number of putative
contacts was 6.2 ± 2 (range 3–10, n = 17 pairs). The average path
distance of putative synaptic contacts to the soma of the postsy-
naptic pyramidal neuron was 107 ± 64 μm (range: 5–354, n = 106
contacts; see histogram in Fig. 9). 50% of putative contacts were
located on basal dendrites and 47% were located on apical ob-
lique dendrites. Only 3 putative contacts were located on the
soma. The number of contacts was positively correlated with
the absolute IPSP amplitude [Fig. 6C, correlation coefficient,
0.58, P = 0.016, n = 17 (two-sided Pearson correlation)].

Innervation Domains

To quantify the L2/3 local inhibitor-to-L2/3 pyramidal neuron innerv-
ation probability, 2Dmaps of axonal (L2/3 interneuron) and dendritic
(L2/3 pyramidal neuron) length density were calculated (cf. Lübke
et al. 2003; Helmstaedter et al. 2009b). The axonal density map of
local inhibitorswas largelyconfined to thebordersof thehomecolumn
including septa (Fig. 6D1). Accordingly, single-cell morphologies
demonstrate how axonal arborization of local inhibitor interneurons
largely respect home-column borders (cf. Supplementary Fig. 3,
e.g., pair 2008-09-25-A and pair 2008-10-28-A).

Multiplication of the respective axonal and dendritic
(Fig. 6D1–2) length densities yielded a predicted map of innerv-
ation probability (Fig. 6D3). The contour containing 90% of the
predicted innervation probability (“innervation domain,” yellow
outline in Fig. 6D3) can be interpreted as the area in which 90%
of the contacts are made if the distribution of these contacts de-
pended mainly on spatial proximity. It was strictly confined to
the home column. The average path length of local inhibitor
axon in the innervation domain was 15.5 mm with a bouton
frequency of 0.3 ± 0.04 boutons per µm of axonal path length.

Synaptic Conductance Estimates

To constrain the unitary synaptic parameters underlying the ob-
served experimental IPSPs, simulations using NEURON were

Figure 5. Short-term plasticity of local inhibitor-to-L2/3 pyramidal neuron

connections. (A) Average amplitudes of 3 consecutive IPSPs at a depolarized

postsynaptic potential evoked by stimulation of presynaptic APs at 10 Hz. The

IPSPs in this connection were on average depressing in amplitude. (B and C)

Ratio of first to second (B) and second to third (C) IPSP amplitude. Most

connections were on average depressing in amplitude.
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Figure 6. Light microscopic analysis of synaptic contacts and average axonal projection and innervation domain of local inhibitor-to-L2/3 pyramidal neuron connections.

(A) Light microscopic image of a synaptically coupled local inhibitor-to-L2/3-pyramidal neuron pair at low magnification. Putative synaptic contacts made by the local

inhibitor (lower, right neuron) are indicated by black circles and numbered from 1 to 6. (B1–B6) Images at higher magnification of the putative contacts 1–6 shown in

(A). The presynaptic axon (indicated by black arrows) was found to intersect with the postsynaptic dendrite in a single focal plane. (C) The number of putative

contacts identified using this method was significantly correlated with the IPSP amplitude of the respective connection (two-sided Pearson correlation). (D1) The

axonal length density map of local inhibitors was largely confined to the borders of the home column and L2/3. (D2) Dendritic length–density map and soma positions

of the pyramidal neurons contacted by local inhibitors. (D3) Inhibitory innervation probability map of local inhibitors. Inhibitory innervation probability maps were

obtained by multiplication of the respective axonal (D1) and dendritic length densities (D2). The yellow contour comprises 90% of the inhibitory innervation

probability (i.e., “innervation domain”). The innervation domain can be interpreted as the area in which 90% of the contacts are made if the distribution of these

contacts depended mainly on spatial proximity. The blue and white contours in D1–2 comprise 90% of respective length–density.
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made for 10 synaptically connected local inhibitor-to-pyramidal
neuron pairs. The unknown synaptic parameters were: synaptic
reversal potential (Esyn), maximum synaptic conductance
(gsyn,max), and synaptic time constants (τrise, τdecay1, and τdecay2).
For each connection, a detailed compartmental model of
the postsynaptic pyramidal neuron was built using (1) the re-
construction of the postsynaptic pyramidal neuron soma and
dendrites, (2) passive membrane properties (membrane capaci-
tance Cm, membrane resistance Rm, and axial resistance Ra), cal-
culated from themeasured input resistance andmembrane time
constant (cf. Methods), (3) synapses, inserted at the light micro-
scopically identified putative synaptic locations (number of
synapses nsyn; cf. Figs 6A and 7A), (4) synaptic reversal potentials
(Esyn), and (5) synaptic conductances (gsyn,max, τrise, τdecay1, τdecay2,
and c2, cf. Methods). The conductance at a synaptic contact was
effectively modeled as a weighted linear combination of a
bi- and a mono-exponential module (cf. Methods).

Figure 7A shows a 2D projection of the reconstruction of a
pyramidal neuron (cf. Fig. 6A,B), with the 6 observed putative
synapses indicated by black arrows (the morphologies of all re-
constructed pyramidal neurons are provided in Supplementary
Data 1). The measured somatic IPSP is shown in Figure 7B (gray
line). Numerical simulations were then made using the model
described above. Synaptic parameters at each synaptic contact
in the model were optimized such that the simulated somatic
IPSP best-fitted the averagemeasured somatic IPSP (inversemod-
eling and principal componentmethod, seeMethods equation 6).
The model somatic IPSP using the synaptic parameters that pro-
vided the best fit between the model output and the experimen-
tally measured somatic IPSP is shown in Figure 7B as black trace
(for details of the fitting procedure, cf. Methods; experimental
IPSP traces and model output for all 10 simulated pairs are
given in Supplementary Fig. 5). The underlying current and
voltage deflections at the 6 synaptic sites are shown in

Figure 7C. Synaptic parameters in the model were assumed to
be homogeneous at the 6 synaptic sites. Differences in local
voltage deflections thus possibly reflected local input resistance
variations (e.g., contact 2 vs. contact 1 in Fig. 7A,C).

The distribution of maximum synaptic conductances deter-
mined by thismethodwas remarkably homogeneous (0.77 ± 0.35
nS synaptic conductance per synaptic site, range 0.13–1.15, n = 10,
Table 2), given the considerable variability in input parameters
(cf. Table 1). On average, τrise was 0.18 ± 0.06 ms, and τdecay1 and
τdecay2 were 2.97 ± 1.85 and 39.49 ± 45.95 ms, respectively (further
details of the modeling parameters including the weights of the
individual modules are given in Supplementary Table 1).

Sensitivity Analysis

We then analyzed the sensitivity of our conductance estimates
to errors in Cm, Rm, Ra, Esyn, and nsyn for 3 of the simulated cells.
A single input parameter was varied at a time, all simulations
were repeated, and the effect on the conductance estimate was
recorded. Figure 8A shows that variation in Cm by 20% resulted
in a gsyn,max error of approximately 20%. Ra and Rm variations of
30% each resulted in gsyn,max errors of <10%. Figure 8B shows
that varying Esyn by 10 mV resulted in <40% overestimation of
gsyn,max. Figure 8C shows the sensitivity of our simulations to
the number of synapses. Each synapse was deactivated one at a
time and the resulting error in gsyn,max was estimated. An under-
estimation of synaptic contacts by n = 1 resulted in <45% overesti-
mation of gsyn,max (average error: 24%).

Discussion
The present study characterizes the connection between L2/3
local inhibitor interneurons and L2/3 pyramidal neurons in rat bar-
rel cortex using physiological (“low chloride”) intracellular

Figure 7. Extraction of synaptic parameters byfittingmodel to experiment. (A) A detailed compartmentalmodel of the postsynaptic pyramidal neuron shown in Figure 6A.

Six synaptic contacts (indicated by black arrows and numbered from 1 to 6) were inserted at the putative synaptic locations identified at the light microscopic level

(compare Fig. 6A) and the synaptic parameters were optimized to fit the experimental observations (cf. Methods and Results). (B) Top gray trace: average somatic IPSP

measured experimentally in the pair shown in Figure 6A. Top black trace: model fit using the detailed compartmental model shown in (A). Bottom black trace: model

somatic IPSC. (C) Potential deflections (top traces) and currents (bottom traces) at the synaptic contacts during a simulation using the same model parameters as in (B).
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solutions. Our main findings are: (1) L2/3 pyramidal neurons re-
ceive an on average strong and reliable intracolumnar, intralami-
nar input by L2/3 local inhibitors (IPSP amplitude −0.88 ± 0.7 mV);
(2) using inverse modeling, we found an estimate of synaptic
peak conductance per synaptic site of 0.77 ± 0.4 nS; (3) synaptic
contacts were located at 107 ± 64 µm distance from the L2/3 pyr-
amidal neuron somawhich is within the range of the sites of ex-
citatory synapses established by L4 spiny neurons and L2/3
pyramidal neurons.

Interneuron Classification

Interneurons can carry a wide spectrum of morphological, mo-
lecular, and electrophysiological characteristics, so that numer-
ous classifications have been proposed (Ascoli et al. 2008;
DeFelipe et al. 2013). Since these classifications do not agree yet
on a relevant set of classification parameters, we chose to relate
to a quantitative classification of L2/3 interneurons based on
their axonal projections with reference to cortical columns,
since this measure provides direct prediction of synaptic

innervation. Briefly, Helmstaedter et al. (2009b) identified 3
types of L2/3 interneurons as local, lateral, and translaminar inhibi-
tors based on their axonal projection in relation to their home
column and layer using a cluster analysis. Local inhibitors were
predicted to innervate pyramidal neurons in L2/3 of the home
column. Local inhibitors received a strong input from L4 spiny neu-
rons (EPSP amplitude: 0.96 ± 0.93 mV) and may therefore be sub-
stantially activated by a whisker deflection.

IPSP Properties

In many previous studies of the rat primary sensory areas, inhi-
bitory connections were measured with “high chloride” intra-
cellular solutions in the postsynaptic cell to facilitate the
measurement of postsynaptic currents (e.g., Nicoll et al. 1996;
Reyes et al. 1998; Gupta et al. 2000; Holmgren et al. 2003; Otsuka
and Kawaguchi 2009; Xu and Callaway 2009) or per voltage clamp
only (Packer and Yuste 2011; Pfeffer et al. 2013), which hampers a
comparison with the IPSP amplitudes reported here. Other
reports described intralaminar IPSP amplitudes recorded (1) by
potassium methyl chloride filled sharp electrodes and elicited
by unclassified L2/3 interneurons (−0.65 ± 0.44 mV, in rat somato-
sensory and motor cortex pyramidal neurons; Thomson et al.
2002) or by L4 and L5 fast-spiking interneurons (−1.22 ± 0.71 mV,
in rat somatosensory, visual, and motor cortex pyramidal neu-
rons; Thomson et al. 1996), and (2) by whole-cell patch clamp
and elicited by L2/3 fast- and non–fast-spiking interneurons
(−0.52 ± 0.11 and −0.49 ± 0.11 mV, respectively, in unclassified ex-
citatory cells of GAD67-GFP knock-in mouse somatosensory cor-
tex; Avermann et al. 2012). These values are within the range of
the IPSP amplitudes reported here (−0.88 ± 0.67 mV).

The average 20–80% rise time and decay time constant of
IPSPs were 3.5 and 76 ms for local inhibitors. This was considerably
longer than previously reported for excitatory connections made
onto L2/3 pyramidal neurons by L4 spiny neurons (20–80% rise
time: 0.8 ms, decay time constant: 12.7 ms; Feldmeyer et al.
2002) and by other L2/3 pyramidal neurons (20–80% rise time:
0.7 ms, decay time constant: 15.7 ms; Feldmeyer et al. 2006).
Slow kinetics of IPSPs were previously reported in studies using
various techniques (e.g., Thomson et al. 1996, 2002; Holmgren
et al. 2003).

Table 2 Modeled synaptic parameters

gsyn,max (nS) τrise (ms) τdecay1 (ms) τdecay2 (ms)

Local inhibitors
20050804A 1.13 0.16 2.4 23.9
20050829A 0.99 0.26 2.1 18.8
20050912A 1.15 0.15 2.0 21.5
20060927A 1.01 0.25 4.0 30.0
20061018A 1.04 0.14 2.8 35.4
20070714A 0.34 0.11 7.7 169.0
20070809B 0.56 0.26 1.8 14.8
20080922A 0.13 0.13 3.2 20.9
20080925A 0.64 0.20 1.0 31.9
20081028A 0.75 0.15 2.7 28.7

Average (n = 10) 0.77 0.18 3.0 39.5
SD 0.35 0.06 1.9 46.0

Note: gsyn,max, maximum synaptic conductance per synaptic site; τrise, rise time

constant; τdecay1 and τdecay2, decay time constants 1 and 2.

Table 1 Input parameters for the 10 simulated cells

Average IPSP
amplitude
(mV)

Holding
membrane
potential (mV)

Apparent syn. rev.
pot. (mV)

Number of
synapses

Synapse to soma
distance (µm)

Input
resistancea

(MΩ)

Membrane
time constant
(ms)

Local inhibitors
20050804A −1.75 −55.5 −80.2 6 105.9 138.8 23.9
20050829A −0.59 −63.4 −78.0 4 87.5 59.5 14.8
20050912A −0.78 −63.6 −81.6 5 91.2 51.0 12.3
20060927A −1.04 −55.7 −76.5 5 70.7 52.4 15.3
20061018A −1.40 −60.1 −80.7 7 82.1 102.0 24.6
20070714A −0.50 −57.4 −75.2 7 131.0 41.3 9.6
20070809B −1.98 −56.3 −81.5 10 94.4 100.4 22.3
20080922A −0.57 −56.8 −90.1 8 113.5 112.1 13.4
20080925A −0.81 −52.6 −82.3 5 206.1 76.0 12.1
20081028A −1.61 −55.9 −82.6 8 98.0 65.3 11.6

Average (n = 10) −1.10 −57.7 −80.9 6.5 108.0 79.9 16.0
SD 0.54 3.6 4.1 1.8 38.4 31.9 5.5

Note: IPSP, inhibitory postsynaptic potential; syn. rev. pot., synaptic reversal potential.
aInput resistance at holding potential.
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APhalfwidth and input resistance of interneuronswere nega-
tively correlated with the absolute IPSP amplitude in the present
study (cf. Supplementary Table 7 and Supplementary Fig. 6). This
is generally in linewith results froma recent study by Pfeffer et al.
(2013), showing that parvalbumin-positive interneurons of the
mouse visual cortex, which were described to show features of
fast-spiking interneurons, exhibited stronger inhibition onto pyr-
amidal neurons than somatostatin and vasoactive intestinal
peptide-positive interneurons.

Number and Positions of Contacts

Some studies reported high numbers of putative synaptic con-
tacts in basket cell-to-pyramidal neuron connections in various
layers of the somatosensory rat cortex using light microscopy
(17.2; average of basket cells, Markram et al. 2004). Estimates
using electron microscopy in the same cortical area, however,
were considerably smaller (2.5, Thomson et al. 1996). Our data
lie between these previous measurements (6.2 ± 2 contacts per
connection, range 3–10, n = 17 pairs). The path distance of the
contacts to the somawas on average 107 ± 64 μm. This soma-con-
tact distance is larger but overlapping with the distance reported
for basket cells (79 µm; average of basket cells, Markram et al.
2004), and notably not predominantly perisomatic. The criteria
for basket cell definition often include a large somatic or periso-
matic distribution of synaptic contacts [for a review of inter-
neuron classifications, see Markram et al. (2004)]. In our study,
however, only 3 somatic contacts could be identified at the light
microscopic level (out of 106 total contacts). Synaptic contacts es-
tablished using light microscopy are generally overestimated on
dendrites andunderestimated on the soma (Tamas et al. 1997), as

some somatic contactsmay not be visible due to the limited reso-
lution in the vicinity of a heavily stained soma. However, even if
some somatic contacts had to be considered, the distribution of
putative synaptic contacts would remain largely dendritic. It is
therefore possible that the number of somatic contacts formed
by locally projecting basket cells in L2/3 of a barrel column is in-
deed smaller than previously estimated (Chattopadhyaya et al.
2004; quantitative estimates of perisomatic boutons of basket
cells are as low as 30% including proximal dendrites).

Shunting Inhibition Versus Inhibitory Summation

The same inhibitory synaptic input can cause (1) PSP deflections
toward its respective synaptic reversal potential and (2) a reduc-
tion in the postsynaptic membrane resistance, thereby creating
an electric short circuit (i.e., shunting inhibition). In theory, the
latter effect prevails if the synaptic reversal potential is close to
the membrane resting potential and, following Ohm’s law, can
lead to a divisive effect on other synaptic input in spatiotemporal
proximity, thereby providing regional control of dendritic com-
putation (Rall 1964; for a review, cf. Koch 1999). To determine
the precise role of shunting inhibition in a given network like
the barrel cortex, it is therefore necessary to know the spatio-
temporal distribution of excitatory and inhibitory inputs on the
postsynaptic cell (for a review, cf. London and Hausser 2005). In
the present study, the number and distribution of putative syn-
aptic contacts made onto L2/3 pyramidal neurons by local inhibi-
tors was more distal than but highly overlapping with those
formed onto L2/3 pyramidal neurons by other L2/3 pyramidal
neurons (2.8, 91 ± 47 µm; Feldmeyer et al. 2006) and by L4 spiny
neurons (4.5, 67 ± 34 µm; Feldmeyer et al. 2002; cf. Fig. 9). Given

Figure 8. Sensitivity of conductance estimates to variations in othermodel parameters. (A) Sensitivity of the synaptic conductance estimates (gsyn,max) to variations in the

membrane capacitance (Cm, top), membrane resistance (Rm, middle), and axial resistance (Ra, bottom). (B) Sensitivity of gsyn,max to variations in the synaptic reversal

potential (Esyn). (C) Sensitivity of gsyn,max to the variations in the number of synapses (nsyn). Each synapse was deactivated one at a time and the resulting error in

gsyn,max was estimated.
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a near-synchronous activation of these connections, inhibition
of L2/3 pyramidal neurons may be dominated by the effects of
spatial proximity of inhibitory and excitatory contacts rather
than by simple somatic summation of synaptic currents. Shunt-
ing inhibition is probably particularly important when the post-
synaptic cell is close to resting membrane potential (possibly
similar to the “down” state observed in vivo; Petersen et al.
2003), where IPSP amplitudes are small (−0.17 mV at −75 mV
baseline potential; this study) compared with EPSP amplitudes
(0.7 mV, Feldmeyer et al. 2002; 1.0 mV, Feldmeyer et al. 2006).

Compartmental ensemble simulations of the excitatory and
inhibitory connections converging onto a L2/3 pyramidal neuron
using realistic synaptic input may be used in future studies to
demonstratewhether shunting inhibition or summation prevails
in L2/3 pyramidal neurons following whisker deflection.

Anatomical Convergence

An individual local inhibitor had about ∼4650 boutons in the in-
nervation domain established with L2/3 pyramidal neurons
(∼15.5 mm axonal length in the innervation domain * average
ratio of∼0.3 boutons per µmaxonal length; cf. Results). Assuming
that 85% of these boutons are contacting pyramidal neurons
(estimated by the assumed ratio of interneurons in L2/3; Beaulieu
1993; Meyer et al. 2010), and given 6.2 synaptic contacts per local
inhibitor-to-L2/3 pyramidal neuron connection, a single L2/3 in-
hibitor can make synaptic connections to approximately 640
postsynaptic L2/3 pyramidal neurons (“divergence”; connectivity
ratio: 640/3000 to 4000 pyramidal neurons in L2/3 = 16–21%). As-
suming that 20–80% of all L2/3 interneurons are local inhibitors
(the broad range of this assumption reflects the lackof knowledge
about the relative prevalence of axon projection-based inter-
neuron types in the somatosensory cortex), each L2/3 pyramidal
neuron would receive input from [0.15 * 640/0.85 * (0.2 . . . 0.8)] ≈
20–90 L2/3 local inhibitors (“convergence”).

The number of L2/3 interneurons converging onto a L2/3 pyr-
amidal neuron is thus considerably smaller than that of L4 spiny
neurons (∼300–400, Lübke et al. 2003) and L2/3 pyramidal neurons
(∼270, Feldmeyer et al. 2006) converging onto a L2/3 pyramidal
neuron. The present data on the location of inhibitory contacts
suggest that approximately 125–560 [(20–90) * 6.2] inhibitory con-
tacts from L2/3 local inhibitors are located on a L2/3 pyramidal
neuron in close proximity to the approximately 1350–1800
[(300–400) * 4.5] (Feldmeyer et al. 2002; Lübke et al. 2003) and ap-
proximately 750 (270 * 2.8) (Feldmeyer et al. 2006) excitatory bou-
tons from L4 spiny neurons and L2/3 pyramidal neurons,
respectively. However, L2/3 interneurons have a more compact
geometry than L2/3 pyramidal neurons and receive more and
stronger synaptic inputs by L4 spiny neurons upon whisker de-
flection (L2/3 interneurons vs. L2/3 pyramidal neurons: 3-fold
higher anatomical convergence and 1.8-fold higher EPSP ampli-
tudes, Feldmeyer et al. 2002; Helmstaedter et al. 2008). Further-
more, L2/3 interneurons received a strong reciprocal input from
L2/3 pyramidal neurons in the present study. It is thus likely
that L2/3 interneurons are efficiently activated by L4 excitatory
neurons (cf. Helmstaedter et al. 2008) and provide inhibition at
the sites of excitatory input to L2/3 pyramidal neurons with
only a short delay of a few milliseconds (1.1 ± 0.5 ms, this study).
The peak of the inhibitory conductance transient could therefore
occur in the early phase of the voltage transient in L2/3 pyramidal
neurons following whisker deflection. An early activation of in-
hibitory connections onto L2/3 pyramidal neurons is supported
by a reduction of spiking upon pre-depolarization in the early,
but not in the late, phase following whisker deflection (Brecht
et al. 2003).

An essential step in further unraveling inhibitory contribu-
tions is therefore the numerical simulation of the L4-to-L2/3
intracortical microcircuits. To enable such a simulation, it is
crucial (1) to characterize the conductances underlying the mea-
sured potential deflections and (2) to identify the in vivo spiking
pattern of L2/3 interneurons.

Modeling of Synaptic Conductances

We constrained the synaptic properties of L2/3 local inhibitor-to-
L2/3 pyramidal neuron connections using realistic multicom-
partmental models. The average maximum conductance per
synaptic site was found to be approximately 0.8 nS. If the single
channel conductance is assumed to be approximately 20–30 pS
(Brickley et al. 1999; Perrais and Ropert 1999), roughly 25–40
GABARs per synaptic site are open at the peakof the conductance
transient. Previously, peak conductances have been calculated
from the relation between IPSP amplitudes and holding poten-
tials under the assumption of negligible electrotonic distance be-
tween the synaptic sites and the somatic recording site [for
details, see Benardo (1994)]. Subsequent division by the number
of (putative) synaptic contacts yielded an estimate for the peak
synaptic conductance per synaptic site. An upper conductance
estimate using this approach on our simulated cells yields
(1.1 mV/23 mV/80 MΩ/6.2) ≈ 0.1 nS conductance per synaptic
site. The underestimation using the analytical approach can be
attributed to the significant filtering effects of fast synaptic con-
ductance transients when measured at the soma.

The peak conductance estimates and the predicted time
constants of synaptic conductance change using the inverse
modeling approach presented here were remarkably similar be-
tween the 10 analyzed pairs, while the IPSP amplitudes, numbers
of putative synaptic contacts, and postsynaptic electrophysio-
logical (input resistance and membrane time constant) and

Figure 9. Location of synaptic contacts onto L2/3 pyramidal neurons by L2/3 local

inhibitors, L4 spiny neurons, and other L2/3 pyramidal neurons. The distribution of

putative synaptic contacts made onto L2/3 pyramidal neurons by local inhibitors

(this study, black bars) is strikingly similar with the distributions of those onto

L2/3 pyramidal neurons by L4 spiny neurons (gray bars) and other L2/3

pyramidal neurons (white bars) reported previously [data points and histogram

adapted from Feldmeyer et al. (2002); Feldmeyer et al. (2006) for comparison].

Given a near-synchronous activation of these connections, inhibition of L2/3

pyramidal neurons might be mediated by spatial and temporal proximity of

inhibitory and excitatory contacts (shunting inhibition). Relative frequency

distribution and Gaussian fits are shown.
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morphological properties varied substantially among the con-
nections. Of note, the model estimates for excitatory NMDAR
and AMPAR conductances are in the same range as our estimates
for inhibitory synaptic conductances (0.52 ± 0.24 and 0.40 ± 0.34 nS
conductance/site for AMPAR and NMDAR, respectively, Sarid
et al. 2013).

The validity of inverse modeling results depends critically on
the validity of themodel assumptions. We therefore made a sen-
sitivity analysis to quantify the dependence of the obtained con-
ductance estimates to errors made in assumptions about model
parameters (cf. Fig. 8). Errors in assumptions on membrane con-
ductance, synaptic reversal potential, and number of synaptic
contacts were found to have the largest impact on model predic-
tions. Overall, however, this analysis demonstrated that the con-
ductance estimates were rather robust with perturbations in
model parameters (Cm, Rm, Ra, Esyn, and nsyn). This supports in-
verse modeling as a powerful tool to recover parameters that
defy direct measurement (cf. also Schaefer et al. 2003, 2007, for
an application of inverse modeling to conductance density esti-
mation; and Keren et al. 2005; Druckmann et al. 2011 for inverse
modeling of AP trains).

Outlook

The reliable connection between L2/3 local inhibitors and L2/3 pyr-
amidal neurons as found here allows direct predictions about the
strength, spatial extent, and temporal characteristics of inhib-
ition on L2/3 pyramidal neurons in the L4-to-L2/3 microcircuit
in rat barrel cortex, following a whisker stimulus. To investigate
the effect of stimulus-evoked activity in the entire L4-to-L2/3 cir-
cuit, however, numerical models of this microcircuit will be re-
quired that implement the experimentally found constraints on
anatomical connectivity, electrical excitability, and synaptic
properties (Helmstaedter et al. 2007; Sarid et al. 2007).We suggest
that such an in silico approach—when based on solid experimen-
tal data—may help to gain a mechanistic understanding of the
activation of L4 and L2/3 neurons in a cortical column following
a sensory stimulus.
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