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*is study aims to improve the quality of English teaching in contemporary colleges and universities, so as to cultivate more
English translation talents. Taking corpus, English translation, and teaching practice as the main research horizons, this study
analyzes the application of master of translation and interpreting (MTI) course design, English translation, and task migration by
combining the task migration algorithm under Internet of*ings (IoT) with the self-built corpus, so as to realize the cultivation of
translation talents and design of teaching practice. A translation corpus is constructed, a two-way interactive online course is
designed, and the experimental results of the complete local migration algorithm (CLM algorithm), random migration algorithm
(RM algorithm), and greedy heuristic migration algorithm (GHM algorithm) used in English teaching practice courses are
analyzed and compared. *e experimental simulation results reveal that the GHM algorithm proposed in this study shows good
system stability, its duration is 60% better than that of the CLM algorithm, and its system throughput is increased by 50%
compared with the CLM algorithm. In addition, the maximum delay time has little effect on the system throughput. When the
system time slot length is fixed at 20ms, the user migration rate of the genetic algorithm is the highest under the different total
numbers of users. In addition, in view of the wide application of neural network in English translation teaching, this study
establishes an English translation evaluation model based on the combination of particle swarm optimization (PSO) algorithm
and neural network and compares it with the traditional neural network model in simulation experiments. *e results show that
the addition of PSO algorithm can effectively improve the convergence speed of artificial neural network (ANN), reduce the
training time of the model, and improve the accuracy of the ANN network. Using the PSO algorithm to train the neural network,
the optimal solutions of different particle swarms can be obtained, and the error is small. *e PSO-ANNs model can promote the
quality of English translation teaching and improve the English translation ability of the students. *erefore, applying the task
transfer algorithm and PSO algorithm to the practice of English translation teaching has greatly improved the efficiency of the
English classroom. To sum up, this study provides new ideas for the curriculum design of contemporary college English teaching
and has reference value for the cultivation of college English translation talents.

1. Introduction

With the development of today’s economic globalization, the
professionalization of the ancient profession of translation is
getting higher and higher. Translation services belonging to
the language service industry, such as professional document
translation, interpretation and conference translation,

editing and typesetting, multimedia translation and pro-
duction, website and software localization, and language
service outsourcing, have gradually entered the business
scope of translation companies. *e standardization and
institutionalization of translation project management,
translation customer service, and translation quality mon-
itoring are also getting higher and higher, with obvious
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service industry characteristics and increasingly clear pro-
fessional requirements. *is requires employees in this in-
dustry to have special professional qualities, abide by
professional ethics, understand professional characteristics,
and possess professional abilities and qualifications. Of
course, they also need industry associations and other or-
ganizations to formulate industry standards and practice
rules, establish access mechanisms, and carry out training.
*e most important teaching goal for English teaching in
contemporary colleges and universities is improving the
translation ability and translation cognitive ability of stu-
dents [1]. Translation-related teaching theories can not only
improve the quality of English teaching but also lay a reliable
foundation for the overall development of quality education,
which is the essential way to quality education [2].*erefore,
a complete translation research theory has been formed in
the current teaching system, bringing together various
translation skills and strategies required in the translation
process, which is the theory summed up by many scholars
after countless practice. It can not only help students find the
laws in translation learning and solve high-frequency
problems in translation but also provide efficient guidance
for translation practice of students [3]. *e student who
wants to upgrade his translation ability has to start from the
theoretical basis of translation. For teachers, English
translation can help them arouse the learning interest of
students and guide them to learn more deeply [4]. In English
teaching, the proficiency of using translation theory rep-
resents the English translation ability of students or teachers
to a certain degree [5].

*e choice of translation theory teaching content is
based on the teaching objectives of English translation
theory. Only clear teaching objectives can be integrated into
the classroom in actual teaching work [6]. *e main goal of
college translation theory in English teaching is enlightening
the translation learning of students, so that they can learn
subjectively and independently, and then applying the
learned translation theory knowledge in actual life and work,
forming a virtuous circle of improving their translation
ability [7]. In English class, teachers still tend to adopt the
traditional teaching plan, which requires assigning the
translation task to the students, and wait until the students
complete the task before commenting on it in the classroom
[8]. Generally, there is a long-time interval between the
completion of the homework by the students and the ex-
planation by the teacher. *us, the students will not get
timely feedback information, the motivation of learning will
decrease, and the quality of learning will only decrease. In
addition, this traditional teaching mode and classroom in-
teraction methods are very single, and the classroom at-
mosphere is boring and depressing, which often reduces
students’ interest in learning to a large extent [9]. Such
problem can be effectively solved through online classes.*e
resources of the cloud data center are distributed near the
mobile terminal, and the multiaccess edge computing
(MEC) platform is built to manage the computing and
storage resources together. On the contrary, mobile terminal
equipment migrates computing, storage, and other func-
tions to the MEC platform to solve insufficient computing

power, which is the principle of edge computing [10]. En-
glish translation teaching theory and edge computing are
combined, and the mobile edge technology is applied to
existing English teaching, providing valuable research ideas
for current English teaching [11]. In recent years, the English
translation model based on artificial intelligence (AI) has
been a hot research topic. *e researchers established a
learning ability analysis model by collecting a large amount
of learning data and used the model to analyze the char-
acteristics of English translation. At present, edge computing
algorithms and neural network algorithms are widely used in
teaching. Wu and Song (2020) [12] analyzed the challenges
of video distribution based on edge computing from three
aspects of edge computing, storage, and network resources
for the distribution of teaching surveillance videos; then, a
teaching surveillance video content distribution framework
based on the storage and computing power of network edge
computing is proposed. Sun (2020) [13] proposed a system
resource allocation method based on power iteration, which
takes the throughput of the offloading process as the ob-
jective function and achieves the optimal allocation of
normal power through iterative optimization. *e results
show that the method is effective and useful. Bao and Yu
(2021) [14] proposed an online and offline hybrid teaching
quality evaluation method based on mobile edge computing
to strengthen the online and offline hybrid teaching of
sports. *erefore, one of the innovations of this study is to
use the IoT task migration algorithm under edge computing
to study English translation theory and design teaching
practice courses. *ey designed a two-way interactive online
course and provided a comprehensive review of complete
local migration (CLM), randommigration (RM), and greedy
heuristic migration (GHM) in English teaching practice.*e
experimental results were analyzed and compared. In ad-
dition, with the continuous development of algorithms and
artificial intelligence, various algorithms are also applied to
teaching. Sun and Wang (2020) [15] applied the PSO al-
gorithm and neural network to English teaching, and the
results showed that this model can improve the quality of
English translation teaching, making teaching and learning a
win-win situation. Olguı́n et al. (2018) [16] proposed a new
method for measuring the efficiency of machine translation
based on evolutionary algorithms and used the translation
accuracy of English text sets to Spanish texts as a simulation
benchmark and explored the reverse process. *e results
show that the PSO algorithm can be used for the translation
of multilingual sentences with only one identifier. Another
innovation of this study is to establish an English translation
evaluation model based on PSO algorithm and neural
network and select real teaching samples to test the model to
verify the feasibility of the model.

It is known from the current research that most of the
studies of English corpus development and the master of
translation and interpretation (MTI) discipline focus on one
aspect rather than combining them. *erefore, the work of
this study is mainly divided into two parts. *e first part is
the combination of task transfer algorithm under the IoT
and self-built corpus. *e application of curriculum design,
English translation, and task transfer for the master of
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translation and interpretation (MTI) is analyzed, so as to
realize the cultivation of translation talents and the design of
teaching practice. *en, a translation corpus is constructed,
and a two-way interactive online course is designed. In the
second part, the PSO algorithm is combined with ANNs to
establish an English translation evaluation model based on
PSO-ANNs.

*e contribution of this study is reflected in the research
of English translation teaching practice, corpus construction
method, and task transfer algorithm technology. It con-
structs an English-Chinese/Chinese-English bilingual
translation corpus and designs a two-way interactive online
English translation course combined with the systematic
task transfer algorithm in theMEC scenario. Compared with
the completely local transfer algorithm and the random
transfer algorithm, the greedy heuristic transfer algorithm
proposed in this study has higher performance in English
teaching practice courses. *e innovation of this study can
be summarized as two points.*e first point is to use the IoT
task migration algorithm under edge computing to study
English translation theory and design teaching practice
courses. *e second point is to establish an English trans-
lation evaluation model based on the PSO algorithm and
neural network.

2. Research Theoretical Analysis

2.1. English Translation and Teaching Practice. In recent
years, the increasing frequency of international exchanges
and the continuous improvement of tourism policies have
promoted the sustainable and rapid development of
China’s tourism industry. *e application of technologies
such as big data, cloud computing, and the IoT has also
spawned smart tourism. With the rapid progression of
international tourism, the translation and translation tal-
ents have gradually become imperative [17]. *e infor-
mation delivery with appropriate time, appropriate
content, and appropriate channels is critical to enhancing
the experience of inbound international friends [18]. *e
corpus is one of the powerful platforms which provides
effective information. *e combination of corpus and
translation is of great help to the cultivation of MTI
translation talents and the design of teaching practice [19].
According to the language type of the collected data, the
corpus is classified into a monolingual corpus and a bi-
lingual or multilingual corpus. *e former uses only one
corpus and collects many language examples of native
speakers, while the latter is a corpus composed of two or
more language texts, with corresponding or parallel forms,
analogous forms, and translation forms [20].

As an analog corpus, the monolingual corpus is often
ignored in the parallel text research [21].*e construction of
a Chinese-English monolingual corpus can support MTI
students’ simulated text and data research translation texts
as well as authoritative reference source and target languages
in terms of talent training. A high-quality monolingual
corpus provides a large number of illustrations for MTI
classroom teaching in teaching practice, which is used as a
text supplement.

2.2. Task Migration in Edge Collaboration. *e edge com-
puting unit describes the functions and characteristics of the
terminal node in the MEC system after resources encap-
sulation [22], which includes the external interaction part
and the internal application part [23]. *e external inter-
action part covers the service provision and request inter-
face, the resource request, and release interface, and the
internal application covers its own status, identity, location
information, and neighbor nodes. In addition, some edge
computing units with powerful hardware performance also
show migration mechanisms and node trust evaluation
mechanisms [24]. *e system structure and units of edge
computing are shown in Figure 1.

Edge computing allows end devices to migrate storage
and computing tasks to network edge nodes, such as base
stations, wireless access points, and edge servers. While
meeting the computing capability expansion requirement of
the terminal device, it can effectively save the transmission
link resources of the computing task between the cloud
server and the terminal device. Edge computing is mainly
composed of four layers of functional structure: core in-
frastructure, edge computing center, edge network, and edge
devices.

*e edge server carries most of the functions of the cloud
computing center in the cloud computing mode and can
provide services and computing support to each edge ter-
minal, which can lay a solid foundation for the progress of
mobile computing [25]. However, the network edge is af-
fected by factors such as environment and hardware, and
there is no way to increase the settings of the edge server
[26]. As a result, various terminals at the edge of the network
begin to perform collaborative tasks. *e advantages of such
processing include increasing the processing speed of tasks,
balancing terminal load and energy consumption, and in-
creasing the utilization rate of system resources. However,
challenges and opportunities coexist. *ere are many factors
in designing multiedge terminal tasks, so it is very difficult to
design a coordination mechanism for multiedge terminal
tasks [27].

In the scenario of multiuser collaboration, the edge
computing task offloading network connection model is
shown in Figure 2.

*e characteristics of the link system are summarized as
follows. ①*e connection between the incoming line and
the outgoing line must go through one or several interlevel
connections, and this connection or connecting device is a
link.②*e link and the selected outgoing line are occupied
at the same time. ③ When the lines are selected, only the
links that can be connected to idle outgoing lines should be
selected. *is method of line selection is called conditional
selection.

A system link model is constructed to improve the overall
throughput of the system to reduce the network load of core
gateways such as cloud servers in the future big data envi-
ronment. *e working principle of this model is sinking the
server to the edge of the network, which greatly shortens the
transmission distance compared with gathering all tasks in
the cloud center for processing [28]. *e node only needs to
transmit its own information such as task queue, node
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resources, and node status to the edge server. At this time, the
system uses the corresponding uninstall strategy to decide
task migration. *is system model can greatly reduce the
amount of data transmitted by core gateways such as MEC
servers in the scenario of multiterminal edge collaboration,
thereby reducing the network load and system delay [29].

2.3. Algorithm Design of Task Migration. *e weighted Eu-
clidean distance of the calculation cost Tpt and transmission
cost Tts for node ni to migrate to node nj and the credibility tfj
of node nj is calculated in the following equation, which is
called the matching degree Dij between the node task and
service node:

Dij �

���������������������

W1T
2
pt + W2T

2
ps + W3trj

2


. (1)

In equation (1), W1, W2, and W3 are the corresponding
matching weights of the calculation cost Tpt, transmission
cost Tts, and credibility tfj of node nj in the actual envi-
ronment, respectively. According to the actual environment
of the system, different values can be assigned [30].

To facilitate the comparison of the performance of the
three migration methods of CLM algorithm, RM algorithm,
and GHM algorithm, the parameters must be controlled to
ensure that irrelevant factors have no influence on the
judgment of system performance. *e experimental simu-
lation data is shown in Table 1.

In Table 1, K refers to the number of IoT terminal nodes,
the number of base stations refers to the number of smart
base stations, and Pij represents the probability that node ni
fails to provide services to node nj. c1 and c2 refer to the link
cost of tasks migrating among nodes under the same base
station and that under different base stations, respectively.
Sni refers to the number of tasks that IoTcan perform in each
time slice, and ani means the number of IoT node tasks in
each time slice.

2.4.PSOAlgorithm. PSO is a swarm optimization algorithm
inspired by the foraging behavior of birds. In the pop-
ulation of PSO, individual particles evaluate their own
position information in each round of evolutionary iter-
ations by searching for solutions to multidimensional
problems in the space. *roughout the group search
process, the particles share their “optimal” position in-
formation. *en, they use their memory to adjust their own
speed and position, constantly comparing and following
the candidate problem space solutions. *e optimal solu-
tion or local optimal solution is found. Figure 3 shows the
PSO algorithm.
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Figure 1: *e system structure and units of edge computing: (a) system structure of edge computing; (b) units of edge computing.

Figure 2: Diagram of the system link model.
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*e goal of PSO is to make all particles find the optimal
solution in a multidimensional volume. All particles in space
are first assigned initial random positions and initial random
velocities. *e position of each particle is then advanced in
turn based on its velocity, the known optimal global position
in the problem space, and the known optimal position of the
particle. As the computation progresses, by exploring and
exploiting known vantage points in the search space, par-
ticles cluster or aggregate around one or more optimal
points. *e mystery of the algorithm design is that it retains
two pieces of information, the optimal global position, and
the known optimal position of the particle. Subsequent
experiments reveal that retaining such information has a
better effect on faster convergence speed and avoiding
prematurely falling into a local optimal solution. *is also
lays the foundation for the improvement direction of the
subsequent particle swarm optimization.

*e evolution equation of the basic PSO algorithm is as
follows:

vij(t + 1) � λvij(t) + c1 · r1 · bij(t) − pij(t) 

+ c2 · r2 · gij(t) − pij(t) ,

xij(t + 1) � viij
(t + 1) + xij(t).

(2)

In the above equation, vij is the velocity of the particle,
pij is the position of particle i in j dimension, and λ is the
inertia weight.

According to the analysis of the particle search path, to
ensure the convergence of the PSO algorithm, the particles
continuously approach their local attractors during the
particle search process. *e equation is expressed as
follows:

pi,j(t + 1) � pij(t) + β · vij(t + 1). (3)

In the above equation, t is the current iteration number.
vij represents the velocity of particle i in j dimension.
vij ∈ [−vmax, vmax], where vmax is the maximum speed
allowed by the particle. pij represents the position of particle
i on j dimension, pij ∈ [−pmax, pmax], where pmax is the
maximum space position that the particle is allowed to
move. λ is the inertia weight, used to balance global search
and local search. bij represents the individual extreme value
of particle i on j dimension. gij represents the global extreme
value of particle i on j dimension. c1 and c2 are acceleration
factors that characterize the ability of particles to self-
summarize and learn from high-quality particles in the
group. r1 and r2 represent random numbers between [0, 1].
β is the constraint factor, which is used to control the weight
of speed.

3. Application of Task Migration Algorithm in
English Teaching

3.1.ConstructionofTranslationCorpus. *e data collected in
this study is used for research, and the translation quality in
the parallel corpus must be guaranteed, so the data collector
must have a certain degree of bilingual language ability in
Chinese and English [31]. *e data of this corpus comes
from online electronic texts and leaflets produced by au-
thoritative media such as Hujiang English, China Daily,
British Broadcasting Corporation (BBC), published books,
official websites of tourist attractions, and bilingual subtitles
and audio of tourist documentaries [32]. Most of these
bilingual corpora are based on Chinese-English translation.
At present, about 100,000 English words, 250,000 Chinese
words, and 70,000 bilingual words have been collected.
Moreover, since research is a process of continuous de-
velopment, storage capacity will not be static and will
continue to expand over time.

During the construction of corpus, the input of a large
number of corpora will inevitably lead to phenomena such as
misplacement, garbled characters, and symbol errors [33].
At that time, the corpus should be cleaned up. *e corpus
cleaning is mainly divided into text digitization and text
organization. Although the current software applications are
quite mature, they still cannot reach 100% accuracy.
*erefore, the text after software conversion will inevitably
appear garbled and misplaced, and there will be blank lines.
Due to the large amount of text, text Processing Master 8.0 is
used for text batch processing, which contains functions,
such as deleting all blank lines, adding characters in the first
line in batches, and handling special characters, which are
very helpful in text organization. After the software is op-
erated, the text will be manually checked and processed to
examine the text omissions, vocabulary spelling, and other

Table 1: Experiment parameter setting of edge collaboration.

Parameter K Number of base stations Pij c1 c2 Sni ani
Value 1,000 5 0–0.2 0.1 0.3 100–1,000 100–900

Start

Initialization

Particle evaluation

Particle update

Termination
conditions 

End

Yes

No

Figure 3: PSO algorithm.
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errors that cannot be recognized by themachine to ensure its
high cleanliness.

Corpus labeling refers to the division of corpus com-
ponents for further retrieval and research, which is called
part-of-speech labeling. Since the corpus contains bilingual
languages, there are differences in labeling methods for
different languages. When the English corpus is labelled, the
corpus part of speech is divided and abbreviated, and the text
is annotated with a tokenizer. However, the machine la-
beling cannot reach 100% accuracy, so manual verification is
required [34].

When the Chinese texts in the corpus are labelled, the
parts of speech should be labeled on the ICTCLAS platform
firstly.*en, the corresponding rhetorical means are labelled
on the corpus according to a prominent rhetorical feature in
the tourism discourse. Because there is no ready-made
software to complete such marking, it needs to be done
manually. During manual review, the rhetorical features
contained in the sentence are obtained through the study of
the phonetic, vocabulary, and grammatical features of the
text. Different rhetorical devices are specifically labelled with
sentences as a unit. *e corpus mainly adopts autonomous
codingmethods, such as expressing similes, expressing puns,
and expressing parallelism. Although manual coding is a
huge project, once these annotations are completed, they will
provide evidence for us to reveal the differences in the
rhetorical usage of the English and Chinese tourism texts
and the differences in the aesthetic concepts behind the texts.
*is is of great help to comparative rhetoric and comparative
aesthetics [35].

Corpus alignment is mainly for parallel corpora of
Chinese and English texts, and the main steps are sentence
division and sentence coding. *e Chinese in the bilingual
translation corpus is divided into five wildcards in words,
which are p̂, ?̂ p, !̂ p, “̂ p”, and :̂ p. Replacing the five wildcards
with the corresponding five punctuationmarks can achieve a
better sentence effect. *e sentence division of the English
corpus only requires four wildcards (̂ p, ?̂ p, !̂ p, and “̂ p”).*e
above steps are repeated again. Finally, the text is imported
into Word Smith Tool 6.0. It can view the text that has been
divided by clicking the “right button” next to the corpus and
then clicking “view.” *e text can be saved and exported by
clicking “Save.”

3.2. Task Migration in MEC Scenario. Multiuser collabora-
tive service is only one of many application scenarios of edge
computing. *e task migration model of migrating multi-
user tasks to the same edge cloud base station is analyzed in
this study. Smart classrooms, smart phones, smart glasses,
smart bracelets, and other smart IoT terminals have to
perform complex and quantitative computing tasks in the
development of future application-oriented businesses such
as smart classrooms, smart transportation, smart cities,
smart homes, and smart tourism. However, the battery
energy of these smart IoTdevices is often very limited, which
cannot meet the life and work needs of human beings well.
Edge computing well embodies the characteristics of dis-
tributed computing.*e calculation is performed in the local

area network (LAN) without transmitting the computing
data or raw data to the cloud for processing through the
network. It can reduce the computing load of the terminal
device and can respond to the user request quickly.

*e system model for calculating migration in this study
is the time division multiple access MECO system in long-
term evolution (LTE). *e total migration time slot T is
divided into disjoint time frames firstly, and then each
different frame is divided into different channels. *e end
users correspond to different channels, and the edge server
uses the different channels to distinguish the end users, so as
to realize the network link of multiple terminals and a single
edge server. *e MECO migration system with K as the
number of end users is shown in Figure 4.

*e operation process of the system in Figure 4 is as
follows. In Step 1, the end user accepts the task and uploads
its own information to the edge server. In Step 2, the edge
server makes a decision on task scheduling and sends the
decision result. In Step 3, the terminal user receives the
decision result and decides whether to migrate its own tasks
to the edge server according to the decision result. In Step 4,
the edge server receives the tasks of each terminal for re-
sponse processing and returns the result to the end user. In
this scenario, the tasks received by end users in each time slot
are regarded as complete and indivisible; that is, tasks can
only be computed locally or migrated completely.

Computing migration includes five modules of appli-
cation perception, perception collection, task splitting,
overall scheduling, and terminal execution. *e computing
migration decision process involves the number of end
users, edge servers, channels, and bandwidth. Moreover, it
may move with the end user’s location. *erefore, the
bandwidth, channel gain, communication noise, and ter-
minal transmission power of the system are considered
jointly in this study to establish a migration model for edge
computing in the case of multiple terminals and multiple
edge service servers. *e migration steps of the MEC system
are shown in Figure 5.

A mobile device is composed of a migration decision
unit, a local processing unit, and a transmission unit. *e
mobile device migrates some computing-intensive com-
puting tasks to the MEC server for execution through the
transmission unit, so as to solve the limited computing
power of the mobile terminal. *e MEC server is a virtual
machine device deployed at a wireless access point and
installed in a small data center, which can provide powerful
IT services for mobile devices.

*e energy consumption optimizations in multiterminal
single edge service computing migration of CLM algorithm,
RM algorithm, and generative algorithm are simulated to
analyze the energy consumption performance of the three
migration algorithms. Massively controlled experiments are
performed. *e simulation experiment parameters for MEC
calculation migration are shown in Table 2.

In Table 2, K refers to the total number of IoT terminal
users in system. T is the total migration time slot. Ck is the
calculation consumption of the terminal calculation k. σ
represents the variance of Gaussian white noise. B refers to
the channel bandwidth. Pk refers to the transmission power
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of the IoT terminal. Sk is the computing power of the ter-
minal calculation k, and ek is the energy consumption of each
cycle for local calculation of terminal k.

3.3. Task Migration for the Class. *e two-way interactive
online education model is based on the first generation of
online education, which increases the interactive feedback
link, considers the learner’s learning experience and learning
effect, and emphasizes the interactive nature of learning and
the use of technology to deliver education and teaching
content. It also contains feedback from learners and orga-
nizes students to communicate and discuss. *is education
model mainly focuses on three-screen courses, massive open
online courses (MOOCs), and video open courses.

In addition to the test questions, assignments, and
learning works contained in the traditional two-way inter-
active education model, the translation course design is
supplemented with a new real-time barrage function.
According to general functions, MTI students use the tools

of the corpus, such as retrieval, clustering, collocation, vo-
cabulary, and keyword list to analyze and translate the
original text in the parallel translation corpus. Many com-
ments may suddenly appear on the screen within a certain
second and float on the screen like a horizontal version. *is
kind of online comment method is called “barrage” by
netizens. At present, barrage videos are mostly used in media
fields such as movies, television, and live broadcast plat-
forms. However, the potential value of barrage videos such
as distance education and online learning has received little
attention and exploration by domestic and foreign re-
searchers. One of themajor disadvantages of traditional two-
way interactive online education is the inability to get real-
time feedback and interaction from students.*e addition of
the real-time barrage function can reflect and solve problems
in the learning process in a timely manner, greatly im-
proving the learning efficiency and enhancing the partici-
pation of MTI students. Compared with other majors, MTI
focuses on the active participation of students. *erefore,
online teaching based on real-time barrage is very suitable

IoT terminal
Mobile terminal

for local calculation 

Terminal node receiving
set task 

NO

Do you want
to uninstall? 

Receive all node
information 

MEC edge server

Execute the decision
algorithm and get the result 

Got the answe

YES Receive the returned
result 

�e program is
transferred to the

MEC computing node 

Return the calculation result to the
mobile terminal 

MEC nodes perform
calculations 

Figure 5: *e migration steps of the MEC system.

Table 2: *e simulation experiment parameters for MEC calculation migration.

Parameter K T (ms) Ck σ B Pk Sk ek
Value 20, 40, 60, 80 20 500–1,000 period/bit 10−9W 10 MHZ 100–500mW 1–10 GHZ 0–2×10−10

Edge
cloud

service

Time slot

… Frame 1

Frame 2

Frame nT

Terminal 1

Terminal 2

Terminal K

Figure 4: System model in the MEC scenario.
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for actual teaching of MTI. *e teaching content is detailed
and practical, which further promotes the innovation ofMTI
teaching. *e design of the translation course is shown in
Figure 6.

*e two-way interactive teaching mode in the network
environment shown in Figure 6 can fundamentally change
the role of teachers (from lecturers to instructors), change
the status of students (from receiver to the main body),
change the function of the media (from presentation tool to
the recognition tool), and change the teaching process from
the process of logical analysis and teaching to the process of
acquiring knowledge and cultivating abilities by discovering
and exploring problems.

A translation workshop platform suitable for students
and teachers is constructed based on three self-built tourism
corpora. *e users of the platform are classified into
teachers, students, and managers. To ensure the security of
the platform, teachers and students have to log in with the
teacher ID number and student ID number, and adminis-
trators have to register and authenticate according to their
ID cards. At present, the functions of the platform are di-
vided into corpus experience area, practice area, information
mutual assistance area, and acceptance area. *e corpus
experience area is the area where platform personnel per-
form functions such as denoising, labeling, indexing, term
extraction, and alignment and realize the real meaning of
corpus-assisted translation. *e practice area focuses on
practical operations and is mainly divided into the role
playing of project managers, translation managers, trans-
lators, project managers, proofreaders, typesetting person-
nel, and corpus administrators. Platform personnel can
conduct actual drills according to their own needs and
improve themselves during the drills. *e information
mutual assistance zone is relatively simple, and platform staff
can share operation and translation experience as well as
learning materials such as translation tools and corpus links.
*e acceptance area is the area where the management
personnel are located. *is area collects suggestions and
opinions from platform personnel. In this way, the platform
is continuously optimized, and the errors are corrected to
further improve the operational level of translation work-
shops. *e plan of the translation corpus is shown in
Figure 7.

*e corpus has three characteristics:

(1) *e corpus stores the language materials that have
actually appeared in the actual use of the language, so
the example sentence database should not usually be
regarded as a corpus.

(2) Corpus is the basic resource carrying language
knowledge, but it is not equal to language knowledge.

(3) Real corpus needs to be processed (analyzed and
processed) before it can become a useful resource.

3.4. Application of English Translation Based on PSO-ANNs
Model. Artificial neural network is usually composed of
multiple neurons and multiple nodes according to the
algorithm principles of PSO algorithm and neural

network. Multilayer feedforward neural network model is
the most widely used neural network model, which mainly
includes input layer, output layer, and hidden layer. *e
input layer obtains the required information from the
outside and then inputs the obtained information into the
neural network for subsequent processing. *e hidden
layer implements processing, and the output layer can
output the processed results to the desired location. *e
neural network learning ability analysis model shown in
Figure 8 is established.

In this study, the PSO algorithm is firstly improved. *e
random distribution method is used to obtain inertia
weights to maintain the diversity of the population and
improve the search ability. At the same time, the asyn-
chronous change strategy is used to change the value of the
learning factor to strengthen the learning ability of the
particles and accelerate the convergence to global optimal
solution. Secondly, the improved PSO is combined with
feedforward neural network algorithm. Finally, for the
complex and multidimensional factors, a variety of di-
mensionality reduction processing methods are used to
obtain the factors of the main relevant information.

*en, the following equation is used to determine the
number of hidden layer nodes of the neural network model:

J �
����
MN

√
. (4)

In the above equation, J is the number of hidden layer
nodes, M is the number of output layer nodes, and N is the
number of input layer nodes. According to the above
equation, the relationship between the number of network
training times and the number of hidden layer nodes is
obtained. *e optimization principle of PSO algorithm is
introduced into the neural network, which enhances the
global optimization capability of the algorithm. *e com-
posite algorithm uses the movement and update of particles
to find the optimal solution of the neural network at the
initial stage. *e algorithm flow is shown below.

3.5. First Step

(i) Data preprocessing is implemented via the nor-
malization method, and the purpose is reducing the
noise of the original data.

xi � λ1 + λ2 − λ1( 
zi − z

min
i

z
max
i − z

min
i

 . (5)

(ii) *e output value is denormalized.

zi �
xi − λ1
λ2 − λ1

  z
max
i − z

min
i  + z

min
i . (6)

xi is the normalized value, zi is the denormalized value, λ1
is the lower limit, λ2 is the upper limit, zmax

i is the maximum
value in the original data, and zmin

i is the minimum value in
the original data.

*e second step is setting the neural network related
parameters.
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(i) Determine the number of hidden nodes.
(ii) Determine the hidden layers.
(iii) Determine the activation function by selecting the

Sigmoid function as the activation function.

δ(t) �
1

1 + e
− t. (7)

*e third step is PSO initial position and speed setting.
*e initial position is

Xi � xi1, xi2, . . . , xin( . (8)

*e initial speed is

Vi � v1, vi2, . . . , vi d( . (9)

Optimal location record is

Pg � min P0, P1, . . . , Ps . (10)

*e fourth step is the network output:

(i) Hidden output layer

th � 
i

aih( xi − θh,

Hh � f th(  �
1

1 + e
− th

.

(11)

(th) is the weighted sum of the input of the h layer.
aih is the connection parameter between the i layer
and the h layer. xi is the activation value of the i
layer. θh is the offset of the h layer.
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Figure 7: *e plan of the translation corpus.
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(ii) Output layer is

tj � 
h

ahj Hh − θj,

Yj � f tj  �
1

1 + e− tj
.

(12)

(tj) is the weighted sum of the input of the j-th layer.
Yj is the output of the j-th layer.

(iii) Calculate reverse difference:

δj � Yj 1 − Yj  Tj − Yj ,

δh � Hh 1 − Hh(  
j

whjδj.
(13)

(iv) *e weight matrix Δw and bias vector Δθ are cal-
culated and updated:

Δwhj � −ηδjHh,

Δθj � −ηδj,

whj � whj
′ + Δwhj,

θj � θj
′ + Δθj.

(14)

In the above equation, whj and θj represent the new
weight matrix and bias vector, respectively.whj

′ and θj
′ are the

original weight matrix and bias vector, respectively.
*e fifth step is as follows:

(i) Calculate particle fitness.
(ii) Update particle position and velocity.
(iii) PSO-ANNs model.

*e mobile edge computing system designed in this
study is divided into three parts. *e first part is the mobile
device, the second part is the edge server, and the third part
is the cloud server. In this work, the mobile client is used to
collect data through mobile phone software and upload it to
the edge server. *e edge server extracts the discriminant
information through the projection matrix trained by the
cloud server and compares it with the relevant information
to obtain the relevant results and returns it to the mobile
terminal. Its related feature information will be sent to the
cloud server as a new training sample. *e cloud server uses
the projectionmatrix and feature information in the training
database to send it to the edge server. In this study, Alibaba
Cloud is selected as the cloud server, the hierarchical dis-
criminant analysis algorithm proposed in this study is
adopted to train the projection matrix obtained in the da-
tabase, and the projection matrix was applied to extract the
feature information of the data in the database and send it to
the edge server for identification. A large amount of iden-
tifiable data is stored in the cloud server and trained using a
hierarchical discriminant analysis feature extraction algo-
rithm, and the projection matrix and feature information of
all images are obtained, which is sent to the edge server as the
basis for translation recognition.

3.6. Model Parameter Settings and Dataset Construction

(1) Model parameter setting is to set the two input
objects. Input1 is undertaken as an example. In-
put2 and input1 perform the same operation, and
the input form of the defined data is input1 �

keras.layers.Input(shape�(16,4),name � ’input1′),
which represents a 16 × 4 matrix. *en the data
goes into the convolutional layer, where input1 is
renamed, input1 is named Convolution1, and
input2 is named Convolution2. After the opera-
tion of the convolution layer, the data will be
subjected to a secondary operation in the pooling
layer. After the operation of the pooling layer is
completed, the data processing of the CNN part is
basically completed, and then the data processed
by the CNN is used as the input of the particle
swarm algorithm. *e ReLU function is used as
the activation function.

(2) Construction of the dataset: It can be seen from the
previous data acquisition and preprocessing that, to
fully train the model to achieve the true prediction of
the problem, the data needs to be divided into
training set and test set. *e training set is used for
model training and model parameter determination,
and the test set is used to finally test the performance
of the model. In this work, the training set and test
set were divided according to the ratio of 9 :1.

3.7. Model Training Environment Configuration. *is re-
search experiment is completed under the Ubuntu 16.04
operating system. *e model programming language uses
Python 3.6, and the compilation environment uses software
Anaconda.*e training in this study is implemented based on
the Keras framework. Keras is a Python-based deep learning
framework built on TensorFlow 2.0, which can easily define
and train almost all types of deep learning models.

4. Results and Analysis

4.1. Experiment Simulation Results of Edge Collaboration.
*e experiment simulation results of the edge collaboration
are illustrated in Figure 9. *e curves in different colors
represent different simulated values.

Further simplification of the data in Figure 9 during the
course of the study resulted in the data plots in Figures
10(a)–10(d), respectively.

In Figures 9 and 10, A represents the throughput
comparison of RM, CLM, and GHM algorithms, while B
represents the task completion time and cost of the three
algorithms. C represents the influence of environmental
factors on the new performance of the system, and D
represents the influence of different thresholds set by the
three algorithms on throughput.

Figures 9(a) and 10(a) illustrate the comparison of the
throughput of three different migration algorithms. *ere
are three different migration algorithms, RM, CLM, and
GHM, when the system runs stably. *e system throughput
of the third algorithm has increased by 12% and 50%,
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respectively, in contrast to that of the other two algorithms.
*erefore, the GHM algorithm shows better performance
than the other two task migration methods regarding the
system stability.

Figures 9(b) and 10(b) show the comparison of the time
cost of the three algorithms. *e average time for the CLM
algorithm requires the longest time to complete the task, for
it is affected by the computing power of the terminal. *e
comparison shows that the average time for the GHM al-
gorithm to complete the task is reduced by 60% compared to
the CLM algorithm. *erefore, the GHM algorithm shows
the best stability among the three different algorithms.

Figures 9(c) and 10(c) show the comparison results on
the impacts of different deployment environments on sys-
tem performance. *e relatively obvious impact on system
throughput performance is during task migration, and the
deployment distance among nodes has a small impact on
system throughput performance. *erefore, the possibility
of task transmission among nodes should be prioritized. In
the three different deployment environments, the system
stability is 1.4×108, 2.8×108, and 6.5×108, respectively. *e
data shows that the third algorithm is the most degraded,
followed by the first two. Figures 9(d) and 10(d) show the
comparison results on the impacts of different maximum
delay time on system throughput. *e system stability has a
small fluctuation when the values are 1, 2, and 5 when other

parameters remain unchanged. In other words, the differ-
ence has minimal impact on the performance of task mi-
gration algorithm. (B) shows simulation results of MEC
system migration.

*e simulation results on the relationship between the
total number of migrated users and the migration rate are
shown in Figure 11.

In Figure 11, A represents the comparison of the
maximum number of mobile terminals of traditional mi-
gration and genetic migration in fixed time slot, and B
represents the length of mobile time slot and the maximum
number of mobile terminals.

Figure 11(a) shows the number of IoT terminals mi-
grated by CLM, GHM, and RM algorithms when the system
time slot length is fixed to 20ms with different total users.
GHM algorithm shows the user migration rate of 100%
when the number of terminal users is 20 or 30. *ere is no
user migration under the CLM algorithm (the migration rate
is 0), and the user migration rate under the RM algorithm is
66% and 63%, respectively. *e user migration rate under
the GHM algorithm is 93% and 62%, respectively, after the
number of terminal users rises to 40 and 60. *at under the
CLM algorithm is still 0, and that under the RM algorithm is
56% and 37%, respectively. *erefore, the migration rate of
RM algorithm is lower than that of GHM algorithm as the
number of users increases. Figure 11(b) shows the results of
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Figure 9: *e experiment simulation results of the edge collaboration. (a) Comparison of system throughput; (b) comparison of time and
cost of completing tasks; (c) impact of deployment environment on system performance; (d) impact of different thresholds on system
throughput.
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the maximum number of users migrated in different system
time slot lengths. *e migration time slot increases from
20ms to 100ms, and the maximum numbers of users in-
cluded in the GHM algorithm are 21, 38, 54, 74, and 92,
respectively.

*e comparison on performances of different migration
algorithms is shown in Figure 12.

Figure 12(a) represents the comparison of energy con-
sumption of the three migration algorithms, and 12(b)
represents the comparison of computing time of the three
migration algorithms.

Figure 12(a) shows the energy consumption comparison
of three algorithms. *e system time slot length is also set to
20ms, and the total number of users is set to increase at
10–80 gradient. *e genetic algorithm saves about 20% of
energy compared to the RM algorithm when the number of
system users is less than 40, and its energy-saving ratio is
about 59%. However, the energy-saving ratio of the genetic
algorithm begins to decrease when the number of users in
the system is greater than 40. *e energy-saving percentage
dropped again when the total number of system users in-
creases to 50.*e trend shows that the energy-saving ratio of
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Figure 10: *e experiment simulation results of the edge collaboration. (a) Comparison of system throughput; (b) comparison of time and
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the genetic algorithm is lower than that of the CLM algo-
rithm and the RM algorithm, so the genetic migration al-
gorithm shows high energy-saving efficiency.

Figure 12(b) shows the comparison of the time cost
simulation experiment results of the three algorithms.*e time
required for the hybrid genetic migration algorithm is much
lower than the time required for CLM algorithm when the
number of system users does not exceed 40. *e time required
for execution of the migration algorithm increases fast when

the number of system users is greater than 40. *erefore, the
genetic algorithm proposed in this study is more efficient than
the RM algorithm and the CLM algorithm.

4.2. PSO-ANNsSimulationResults. *ePSO-ANNsmodel is
used to verify the teaching effect of English translation. First,
the sample collection of students’ English translation
learning characteristics is completed, and then it is
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Figure 12:*e comparison on performances of different migration algorithms. (a) Comparison on energy consumption; (b) comparison on
computing time.
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Figure 11: Time slot and maximum number of mobile terminals. (a) Maximum number of mobile terminals when time slot is fixed;
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proceeded in two steps. *e first step uses PSO algorithm to
train the neural network. *e second step is evaluating and
testing the validity of the model. *e algorithm dataset is
from Tianchi Datasets of Alibaba, and 2,000 students’ En-
glish translation data are taken as the dataset of the

algorithm in this research. However, due to space issues, the
datasets are not provided in this article. *e established
model evaluates the quality of English translation teaching
and compares it with ANNs model. *e results are shown in
Figure 13.
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Figure 14: Simulation results of English translation teaching effect. (a) Number of iterations; (b) optimal particle number; (c) error.
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Figure 13(a) shows that ANNs reach convergence after
about 45 iterations, while the PSO-ANNs model only
needs about 30 iterations to reach convergence. *e ad-
dition of PSO algorithm can effectively improve the
convergence speed of ANNs neural network and reduce
model training time. Figure 13(b) shows that the evalu-
ation accuracy of the PSO-ANNs model with the PSO
algorithm is due to the ANNs, indicating that the PSO
algorithm can improve the accuracy of the ANNs network.
*en, the PSO-ANNs model is used to verify the effect of
English translation teaching, and the result is shown in
Figure 14.

*e training results of the algorithm are shown in
Figure 14. Under the same experimental conditions, the
model error is 0.23 when the number of particles is 5, and
the model error is 0.32 when the number of particles is 10.
When the number of particles is 15, the error of the model
is 0.05, and the performance of the model is the best at this
time. It means that, within a certain range, the more the
number of particles, the better the algorithm
performance.

5. Conclusion

In the context of the IoT based on edge computing, this
study analyzes the English translation teaching practice,
corpus construction methods, and task transfer algorithm
technology. Combined with the system task transfer al-
gorithm of the MEC scenario, an English-Chinese/Chi-
nese-English bilingual translation corpus was constructed,
and a two-way interactive online English translation course
is designed. GHM algorithm shows better performance
than CLM algorithm and RM algorithm in actual English
teaching. In addition, the addition of PSO algorithm can
effectively improve the convergence speed of the neural
network, reduce the model training time, and improve the
accuracy of the neural network. *e neural network is
trained by the PSO algorithm, and the optimal solutions of
different particle populations are obtained. Under the same
experimental conditions, the model error is 0.23 when the
number of particles is 5; the model error is 0.32 when the
number of particles is 10; and the error of the model is 0.05
when the number of particles is 15. *e model performs
best at this point. However, this study also has some
shortcomings. Firstly, it only focuses on two-way inter-
active online English translation courses and does not
discuss preclass preview and after-class maintenance.
Secondly, due to the limited resources and less test data of
the system, further exploration is needed in the future to
supplement and improve the application of the proposed
task transfer algorithm in English practice classroom
research.

In future research, it will discuss the application of edge
computing technology in “interactive” translation teaching
mode. It is believed that the combination of edge computing
technology and “interactive” translation teaching mode can
make up for some deficiencies in traditional translation
teaching, which contributes to the realization of translation
teaching goals.
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