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Abstract
Objectives: The goal of this study is to propose and test a scalable framework for machine learning (ML) algorithms to predict near-term severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) cases by incorporating and evaluating the impact of real-time dynamic public health
data.

Materials and Methods: Data used in this study include patient-level results, procurement, and location information of all SARS-CoV-2 tests
reported in West Virginia as part of their mandatory reporting system from January 2021 to March 2022. We propose a method for incorporating
and comparing widely available public health metrics inside of a ML framework, specifically a long-short-term memory network, to forecast
SARS-CoV-2 cases across various feature sets.

Results: Our approach provides better prediction of localized case counts and indicates the impact of the dynamic elements of the pandemic
on predictions, such as the influence of the mixture of viral variants in the population and variable testing and vaccination rates during various
eras of the pandemic.

Discussion: Utilizing real-time public health metrics, including estimated Rt from multiple SARS-CoV-2 variants, vaccination rates, and testing
information, provided a significant increase in the accuracy of the model during the Omicron and Delta period, thus providing more precise
forecasting of daily case counts at the county level. This work provides insights on the influence of various features on predictive performance
in rural and non-rural areas.

Conclusion: Our proposed framework incorporates available public health metrics with operational data on the impact of testing, vaccination,
and current viral variant mixtures in the population to provide a foundation for combining dynamic public health metrics and ML models to
deliver forecasting and insights in healthcare domains. It also shows the importance of developing and deploying ML frameworks in rural
settings.

Lay Summary
This study aims to propose and test a scalable framework for machine learning (ML) algorithms to predict near-term severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) cases by county by incorporating and evaluating the impact of real-time dynamic public health data. Data
used in this study include patient-level results, procurement, and location information of all SARS-CoV-2 tests reported in West Virginia as part
of their mandatory reporting system from January 2021 to March 2022. We propose a method for incorporating and comparing widely available
public health metrics inside of a ML framework, specifically a long-short-term memory network, to forecast SARS-CoV-2 cases across various
feature sets. Our approach provides better prediction of localized case counts, recommendation of locations of outbreaks, and indicates the
impact of the dynamic elements of the pandemic on predictions, such as the influence of the mixture of viral variants in the population and varia-
ble testing and vaccination rates during various eras of the pandemic. Incorporating available public health metrics with operational data on the
impact of testing, vaccination, and current viral variant mixtures in the population provides a foundation for combining dynamic public health
metrics and ML models to deliver improved forecasting and insights in healthcare domains. This approach provides a model for utilizing ML to
forecast, deploy, and understand the impact of public health data during coronavirus disease and other pandemics.
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Background and significance
Forecasting the number of future severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) cases and related
hospitalizations has been a critical component in informing
SARS-CoV-2 testing and pandemic response, especially
regarding preparation for surges in hospitalization. Various
epidemiological and mathematical models have been used to
describe infectious disease transmission and predict the peak,
duration, and magnitude of outbreaks.1–3 Multiple methods
have been used to forecast the number of SARS-CoV-2 cases
from compartmentalized epidemiological models, such as the
traditional suspected-infected-recovered (SIR) framework
and various extensions that consider exposure, vaccination,
and time frames of disease transmissibility (SEIR, SICCR,
etc.).4–6 Basic and instantaneous reproduction numbers (R0

and Rt), the average secondary cases over time resulting from
a primary case, are common public health metrics used to
indicate the scale of epidemic spread within communities.7–9

Metrics such as these may help researchers simulate infection
spread through a population. However, the underlying
assumptions can sometimes be overly simplified and may not
reflect or make full use of the extensive and changing public
health data that is available, ultimately resulting in unreliable
estimates and forecasts.10,11

The gap between the mathematical frameworks and the
data available to form actionable insights is evident in many
of the metrics used during the coronavirus disease 2019
(COVID-19) pandemic response. For instance, the serial
interval, which describes the time a secondary case will be
detected after exposure to a primary case, is used in the esti-
mation of Rt. However, Rt does not consider human test-
seeking behaviors, an important determinant of case counts
in public health data. Furthermore, many suggested models
struggle to account for the variability in disease testing that
results from changes in public policy and public sentiment or
fatigue about the disease in question. Other issues that arise
include enhanced transmissibility of emerging variants and
potential for reinfection. Finally, assumptions regarding the
ability of vaccines to prevent infection may not be directly
built into the model, making forecasting cases problematic.
All these issues must be considered for the optimization of
predictive models.

Machine learning (ML) and artificial neural networks
(ANNs) provide novel tools with which to address the
COVID-19 pandemic.12–15 Recurrent neural networks
(RNNs) and networks that utilize long-short-term memory
(LSTM) frameworks have shown superior performance for
forecasting the number of infections compared to epidemio-
logical models such as SIR and SEIR, or other non-ANN/
statistical forecasting approaches such as ARIMA, GARCH,
and PROPHET models.16–18 Specifically, LSTM based mod-
els, both with and without spatiotemporal information, have
also been used in predicting positive cases and deaths related
to COVID-19.18–22 While many of these models have shown
merit at different points during the pandemic, the dynamic
changes in the infectious agent, the methods by which data
are recorded, and improved clinical care have resulted in
model performance degrading over time. These issues create
concern around the scalability of the ML techniques to cor-
rectly adjust to the changing dynamics of the science and the
response.23,24

Objective
This study aims to propose and test a scalable framework for
ML algorithms to predict near-term SARS-CoV-2 cases by
incorporating real-time public health data. We also assess the
impact of including various public health data and its changes
over time on the performance and accuracy of the predictions
and the resulting policy recommendation stemming from the
predictions.

Methods
This retrospective study, conducted using data provided
through a partnership with the West Virginia (WV) Depart-
ment of Health and Human Resources (WVDHHR), received
approval from the West Virginia University Institutional
Review Board (IRB 2003952013 and 2011159080).
Data used in this study include patient-level results of all

SARS-CoV-2 tests (both positive and negative) reported to
WVDHHR as part of their mandatory reporting system from
January 2021 to March 2022. This testing information also
contains unique patient identifiers, test procurement data,
patient zip code, and testing site location (including county).
Due to many patients having multiple tests, only the first pos-
itive test for each individual in a 90-day window is used
before July 2021, with the window being decreased to 60
days after July 2021 to account for enhanced reinfection
potential with more recent variants (eg, Omicron).25–27 For
this study, all SARS-CoV-2 tests (both positive and negative)
are aggregated to produce a data set that demonstrates the
numbers of individual SARS-CoV-2 cases and testing rates by
county and day per 10 000 residents during the period of
interest. These data are combined with the total daily cumu-
lative proportion of county residents who have received
SARS-COV-2 vaccination. The 7-day uptake of both SARS-
CoV-2 testing and vaccination per 10 000 residents is used as
a proxy for community concern regarding COVID-19. By uti-
lizing both metrics, weekly changes in testing and vaccination
behavior can be calculated and analyzed. The Supplementary
Material associated with this material provides examples of
the testing and number of positive tests in various locations
that were associated with this study. Finally, we calculate
daily Rt values based on the serial intervals of Wuhan, Delta,
and Omicron variants using the EpiEstm package in R.28 The
details for each serial interval are available in the GitHub
repository associated with this article. Each of the 3 features
(ie, Rt, vaccination, and provided tests) were utilized as
inputs in candidate models (Figure 1). Other temporal infor-
mation that may influence testing, including binary variables
that indicate weekends or holidays, the number of days
passed from the last major holiday, the number of days until
the next major holiday, and county population, were also
added to the input data.
Specifically, in this study, a multi-layer deep LSTM net-

work was designed by stacking LSTM units trained by sliding
window selections to forecast next week's cases. The 7-day
sliding window removes the previous 7 days of data to pro-
vide a forecast for the day of interest, addressing any lags
that may occur in data collection. Figure 2 shows the net-
work structure and how the sliding input utilizes the input
data from the sliding window. It consists of an input layer,
followed by stacked LSTM with dropout layers and a fully
connected dense layer. The fully connected dense layer was
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added after stacked LSTM layers to interpret the output val-
ues with a linear activation function.

LSTM networks are RNNs, which have been widely used
to solve multivariate time series forecasting problems due to
possessing the ability to weight both long- and short-term
trends (memories) appropriately.29–31 Recursive connections
within RNN allow previous information to persist inside of
the network. In addition, long-term memories in LSTM net-
works allow the network to adjust to time series data appro-
priately and overcome the vanishing gradient problem of

RNN, which does not let weights inside the network update
appropriately.32 As the shallow LSTM architecture might not
be able to represent the complex features of sequential data
efficiently, particularly when attempting to process highly
non-linear and multivariate time series, we designed a deep
LSTM including stacked LSTM layers one above another,
which can circumvent the limitations of the conventional
shallow LSTM model.33 We control the number of LSTM
units in each layer by utilizing an encoder structure where the
number of LSTM units in each layer is defined by NSL�1

Figure 1. Structure of available public health data used for the framework with the quarter or of introduction indicated at the stem of the tree. Note other

public health metrics could be used in addition to those listed.

Figure 2. Proposed stacked LSTM network (middle), hidden unite sizes (right), and memory unite (left). Abbreviation: LSTM, long short-term memory.
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where N is the original number of LSTM units in the net-
work, S is a user-defined parameter between 0 and 1, and L is
the layer of the network. Additional dropout layers are added
to remove redundant information by ignoring randomly
selected neurons during the training process.34–36

The LSTM memory units control the flow of information
in the recurrent hidden layer (Figure 2). The memory units
contain memory cells storing the temporal state of the net-
work in addition to gates. Inside each memory unit, there are
3 gates (g): forget gate (gft), input gate (git), and output gate
(got), which control the cell state (Ct).

Information from the memory cell is propagated to the out-
put with the activation of the output gate. The forget gate
removes past memory cells’ status, while the input gate accu-
mulates information from the previous memory cells.29 Sum-
maries of relevant historical behavior are all collected and
then passed to future cells. Define t as the time step, w as the
weight variables, and b as the bias variables. Recurrent acti-
vation and activation are shown by r and r0, which are
defined as the sigmoid and hyperbolic tangent functions,
respectively.

The updating equations at time point t for a given LSTM
cell state Ct, and output ht is calculated with the following
formulas given input data, xt:

Wg ¼ Wf ; Wi; Wo
� �

; bg ¼ bf ; bi; bo
� �

;

gft; git; got
� � ¼ r Wg: ht�1;xt½ �þbg

� �

Ct ¼ gft � Ct�1 þ git � r
0 Wc: ht�1;xt½ �þbcð Þ

ht ¼ got � r
0
Ct:

A sliding window approach for inputs is also used to repre-
sent the epidemiological relationship between the current
number of cases and cases in the past 7 days. The LSTM
framework was used as we anticipated complex temporal
relationships between covariates and the associations defined
by the cells. The designed network considered the past 7 days
for each county as input and subsequently returned as an out-
put a prediction of the number of positive cases for the
county. The input data were defined by matrix
0Yc;t ¼[Yc;t�6; Yc;t�5; . . . ;Yc;t], where Yc;t is the vector of
inputs for county c at time step t. The predicted output is
then, bYc;tþ7, which is the predicted daily number of cases for
county c at time step tþ7, is our output. As is typical in
reporting the number of positive cases from the procurement
date, there is a reporting lag which previous studies have esti-
mated as around 3 days (as of November 2021). To adjust

for this lag from procurement to the result, positive cases are
imputed from the sequence of the previous 3 days. Figure 3
shows an example of how observed data is used in our algo-
rithm to generate a given prediction for a 7-day period.
As previously mentioned, the LSTM utilizes input data

provided by utilizing the reproduction number (Rt) of 3
SARS-CoV-2 variants throughout this study. For the estima-
tion of the Alpha, Delta, and Omicron variant Rt, we utilize
the serial interval estimation technique proposed by Price
et al.18 By creating an independent variable for each rate of
transmission of the respective variants, the LSTM, through
the weighting and connected network, can better identify the
importance of the rate of transmission associated with each
variant. Utilizing this with frameworks for interactivity in the
LSTM, we can mix the spread parameters through the input
layers and interactions that occur in the network. The drop-
out layers also allow the mixture of the variants to be priori-
tized with various weights at various times.
Our network was trained using Adaptive Moment Estima-

tion (ADAM) to minimize mean absolute error (MAE). Baye-
sian optimization was utilized to tune hyper-parameters,
which include the learning rate, dropout rate, number of
batches, number of epochs, and number of LSTM hidden
units for each LSTM layer (which requires selecting N and S).
Full details of the implementation are available in a GitHub
repository associated with this article.
The input dataset was divided into a training set and a test

set by using 80% of our available data as the training set and
20% of the most recent data as the validation set.37 Shapley
Additive Explanations (SHAP) values on the model with all
variables included are used to identify and quantify the
importance of the variable/feature and understand each vari-
able’s impact on the larger model.38–40 SHAP values present
an interpretable tool for understanding the importance of
variables in predictive models such as LSTM and define the
contribution of each variable to the prediction.41,42 Positive
SHAP values indicate a variable’s positive influence or effect
of a variable, that is an increase in that variable will lead to
an increase in the predicted number of cases. Similarly, a neg-
ative SHAP value leads to a negative association between a
covariate and the predicted number of cases. For comparison
purposes, we explore the changing variable importance
through SHAP values for various periods during the pan-
demic. Finally, to further show the importance of the varia-
bles used as inputs in the model, we compare 6 candidate
models using various variable/feature combinations (see
Table 1) utilizing the LSTM described previously. Each of the
6 models is designed to evaluate the importance and impact
of a specific feature (or set of features) to near-term predic-
tion of SARS-CoV-2 cases and the ability to identify locations

Figure 3. Predicting next week’s daily number of cases with 7-day moving time windows.
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of case increases. Specifically, we compare methods utilizing
more information for predicting case counts and recommend-
ing locations for interventions to a method using Alpha Rt

18

with the inclusion of information on vaccination, SARS-
CoV-2 testing, and the inclusion of rolling incidence over var-
ious time frames. Note the Alpha Rt Only model is an
updated version of the model proposed by Price et al and,
under certain conditions of hyperparameters, would be
equivalent, with the additional ability to utilize updated vac-
cination information. We also include features of rolling inci-
dence to indicate the number of recovered patients in each
locality; this information would be available to state-of-the-
art epidemiological models. Models are evaluated on predic-
tion accuracy using multiple metrics, including root mean
squared error (RMSE), MAE, and mean absolute percentage
error (MAPE) on the difference between forecasted and
actual cases for each week during various periods of interest.

Let ytc and bytc be the actual and forecasted values for a 7-
day period t at location c. We define the metrics RMSE,
MAE, and MAPE as follows:

RMSE ¼
�
ðDCÞ�1

XD
t¼1

XC
c¼1

ytc – bytcð Þ2
�1=2

MAE ¼ DCð Þ�1
XD
t¼1

XC
c¼1

jytc – bytcj

MAPE ¼ DCð Þ�1
XD
t¼1

XC
c¼1

jytc – bytcj
ytc

Note this metrics could also be calculated directly for vari-
ous weeks by adjusting the calculations to only sum over the
locations rather than the time periods.

Given the variation in numbers of SARS-CoV-2 tests and
cases during this period and the small population sizes in
some WV counties, comparisons of model prediction ability
will only be assessed for situations when a county report has
>10 cases over a 7-day period over 2 study phases from
March 2020 to April 2022. All computation was performed
on a single Nvidia GPU and implemented in Python 3.8.

To assess the impact of these approaches on testing loca-
tion recommendations, we utilize binary discount cumulative
gain (BDCG), like the approach used by Price et al,18 to rec-
ommend the top 10 counties for enhanced SARS-CoV-2 test-
ing for a given period of interest. To keep from biasing the
evaluation toward rural areas with a low incidence, we

only consider those with yc;t > 10: Define St to be the set of
indices, the largest 10 values of yc;tþ1

yc;t
for a given time point.

We define the BDCG of a set of rankings at time point t as:

Xq
i¼1

I i 2 Stð Þ
ln iþ1ð Þ ;

where I i 2 Stð Þ is an indicator of a correct identification of a
top 10 ranking in the actual percentage increases, and q is the
number of rankings used in the calculation. For example, if
q ¼ 10, then BDCGt would only evaluate the top 10 rank-
ings, in our setting, this would be the top 10 counties,
returned by a method. One may view BDCG as a weighted
identifier to measure the quality of the rankings for purposes
of identifying case increases (or spikes) of the top q
recommendations.
Two time periods were of interest during deployment:

Delta and Omicron waves. The first analysis considers mod-
els trained on data before Q1 (January-March) 2022 and
then evaluates and compares the results using data from Q1
2022. Specifically, this analysis focuses on the dynamics of
the feature set performance during the Omicron period in
WV. The second analysis is an experiment to validate and
extend results from the first study and considers models
trained on data before and including Q3 (July-September)
2021 and evaluates and compares the MSE of models using
data just from Q4 (October-December) 2021, thereby pro-
viding a focus on models that are trained and evaluated when
the Delta variant was the primary variant in WV. Note dur-
ing the Delta evaluation and training period, we remove the
Rt Omicron feature from the model as it would not have yet
been known to mimic the deployment of the model. We focus
on the accuracy of the models (RMSE, MAE, and MAPE) the
quality of the recommendations (BDCG), and interpretations
of the models (using SHAP values derived from the Full
Model to assess the impact of each variable).

Results
During Q4 2021 (the Delta wave) and Q1 2022 (the Omi-
cron wave), the Full model which incorporates Rt of multiple
viral variants, vaccination, and testing information has con-
sistently lower error rates as assessed by all metrics (RMSE,
MAE, and MAPE) as compared to the other models (Table 2).
During the Omicron period, the Full model predicts on aver-
age, 17.11 cases above or below the actual value as evaluated

Table 1. Feature set of models of interest.

Feature used in model (Yes/No) (Omicron time period)

Model name
Rt

alpha
Rt

delta
Rt

omicron

7-Day
vaccine
uptake

Cumulative
vaccine rate
(2 doses)

Number
of

tests given

Daily
incidence
count

90-Day
rolling

incidence
count

240-Day
rolling

incidence
count

Full Model Y Y Y Y Y Y Y N N
Alpha Rt Only Y N N Y Y Y Y N N
All Rt þ tests Y Y Y N N Y N N N
All Rt þ Incidence Y Y Y N N N Y N N
Full Model þ 90-day incidence Y Y Y Y Y Y Y Y N
Full Model þ 240-day incidence Y Y Y Y Y Y Y N Y
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by RMSE for all cases and 23.43 cases when the actual num-
ber of cases is larger than 10. In the case of MAE and MAPE,
the Full model predicts on average above or below by 8.05
cases and by 26.13%, respectively. During the Delta period,
a similar result is shown with RMSE for all cases and for
RMSE when the number of actual cases was larger than 10,
showing that the Full model predicts 10.80 and 14.06 cases
of the observed number of cases, respectively. When consid-
ering MAE and MAPE, results show that the Full model pre-
dicts, on average, above or below by 5.83 cases and by
27.66%, respectively.

Table 2 provides a deeper comparison of all models aggre-
gated over each of the 2 study periods for comparison. For
instance, when directly comparing the Full model, which uses
all available public health information during the Omicron
period to the model that omits the variables containing the
Omicron and Delta Rt (but includes information on the
Alpha Rt Only), the RMSE is lowered by �1.5%. We also
note that the models containing the full model, in addition to
rolling incidence, have a lower MAE by 1.2% in Delta and a
lower MAPE in Omicron, though this performance is not
consistent across all metrics. While this does provide some
level of understanding of how the models performed over
each period, the aggregation leaves out details of how the
models may change over each of the time periods. Figure 4
shows the BDCG, RMSE, and MAPE weekly comparisons
for each of the 2 time periods, respectively, for all 55 counties
with case counts >10. The results presented in Figure 4 show
that the Alpha Rt Only and Full Model consistently have a
lower RMSE and MAPE than the other 2 models at all time
points but have similar RMSE and MAPE. The results also
show the fluctuation in the results as time changes, and the
dynamics on the ground influence the effectiveness of the
models in practice. The rural and non-rural comparison pre-
sented in Figure 5 provides even further insight into the per-
formance of the models during each of the periods.
Specifically, we find that the Full Model has a lower RMSE
for all non-rural counties during the Q1 2022 testing period
(Omicron time period). The results also show that in the lat-
ter part of the Q4 2021 testing period, the Full Model has a
lower RMSE for both rural and non-rural counties. We find
that the models that showed performance improvements
from the rolling incidence models are in the non-rural loca-
tions during both the Delta and Omicron testing periods.

During the Omicron testing period, the results show that
the models with the feature sets of All Rt þ Incidence or All

Rt þ Testing models have the largest BDCG. These results
show in 8 out of the 11 weeks during the Omicron testing
period the best-performing models do not have vaccination
information as a variable. Conversely, during the Delta
deployment period, we see that the Full Model has the largest
or second largest BDCG in 4 of the 5 first weeks. From that
point on All Rt þ Incidence has the highest BDCG for the rest
of the period.
Figure 6 shows the relevant SHAP values corresponding to

the Omicron and Delta surges in WV, respectively. The
SHAP values presented show that during the Omicron surge
the Rt associated with the serial interval of the Omicron var-
iant had the greatest positive association with case increases,
followed by the 7-day vaccine up-take metric, while cumula-
tive vaccination rate and the Rt associated with the Alpha
variant serial interval is associated with lower case count
forecasts. Similarly, for the Delta variant surge, 7-day uptake
and the Rt associated with the delta variant serial interval are
shown to be associated with increased case count forecasts,
and cumulative vaccination rate is associated with lower case
count forecasts.

Discussion
Our model utilizing real-time public health metrics including
estimated Rt from multiple SARS-CoV-2 variants, vaccina-
tion, and testing information provided a significant decrease
in the RMSE of the model during the Omicron and Delta
period, thus providing a more precise forecasting of daily
case counts at the county level. Our methodology is likely
scalable beyond the COVID-19 pandemic and provides a
framework for utilizing real-time public health data as it
becomes available during future epidemics.
Using multiple Rt values in the model is novel and

addresses the divergent behavior of different SARS-CoV-2
variants in the population. Due to the cost and logistics of
conducting real-time SARS-CoV-2 genomic sequencing, the
mixture of the variants at any given time is estimated. Rt is an
estimated rate of transmission based on a serial interval. By
utilizing this estimated or apparent Rt, a mixture of viral var-
iants may be estimated in the model that best predicts the
spread of cases. The serial interval changed as new SARS-
CoV-2 variants with enhanced transmissibility entered the
population. However, consideration must be given to 2
issues: (1) the actual serial interval of the variant may not be
the appropriate interval for use in predicting future case

Table 2. A comparison of multiple error rates over a set of models of interest based on various feature sets.

Full Model Alpha Rt Only All Rt þ Testing All Rt þ Incidence

Full Model þ
90-day rolling

incidence

Full Model þ
240-day rolling

incidence

Delta time
period
(Q4 2021)

RMSE 10.80 11.46 18.74 19.65 10.97 11.31
RMSE >10 14.06 15.00 24.98 25.26 14.26 14.75
MAE 5.83 5.93 7.27 7.91 5.80 8.23
MAE >10 8.25 8.45 10.87 12.06 8.15 8.23
MAPE >10 27.66% 28.07% 32.87% 36.60% 27.74% 27.85%

Omicron time
period
(Q1 2022)

RMSE 17.11 17.39 21.82 29.26 17.26 19.75
RMSE >10 23.43 23.82 29.95 40.23 23.65 27.10
MAE 8.05 8.06 9.54 12.71 8.05 8.77
MAE >10 13.50 13.55 16.32 22.25 13.51 14.70
MAPE >10 26.13% 25.98% 30.66% 48.27% 25.97% 26.39%

The models are evaluated on data during Q4 2021 and Q1 2022, while trained on all data from prior time periods. Model names and feature sets are
referenced in Table 1.
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numbers using public health data which are based on com-
munity testing behaviors and result reporting; (2) even If the
estimate of Rt is biased (eg, the serial interval used is not rep-
resentative of the apparent serial interval), it is still valid to
interpret Rt as a rate of transmission over a given time period,
and our framework provides the ability to utilize multiple Rt

values to understand better the number of cases generated
from a single case given this bias. While there was little
change in the error measures when we compared the model
using just alpha to adding in other variants, this may not be
the case for other emerging infections.

The value of the proposed framework that considers test-
ing uptake, vaccination, and infection prevalence in the com-
munity is that it may adjust dynamically based on trends that
occur in the population. For instance, results from Q1 2022
show an increase in forecasted case counts with the increase
of Rt associated with the Omicron variant but lower-case
counts associated with Rt associated with the earlier Alpha
variant (Figure 6). Given that the Alpha variant was not
detected as present in the population during this time, it

presents an interesting feature of the methodology. This
dynamic between 2 spread parameters could be indicative of
co-occurring processes in the population. The first is simply
that if the 2 Rt values are unrelated, that is increase the Rt of
the Alpha variant without a corresponding increase in the Rt

of the Omicron variant, it would suggest that the increases
occur outside of the normal window of spread associated
with the Omicron variant. A second interpretation is that
there is an increase in both Rt values; however, the calculated
serial interval for the Omicron variant is not optimal regard-
ing predicting incidences; the apparent serial interval of Omi-
cron can be approximated by utilizing multiple variables
inside of this ML model. In either case, this shows how our
proposed approach can adjust for the misalignment of real-
time public health data with underlying assumptions of math-
ematical models. Furthermore, an open area of research is
utilizing frameworks and approaches such as this to provide
crude estimates of the mixture of the variants in the popula-
tion, as we have previously discussed, care must be taken not
to confound population behaviors.

Figure 4. A comparison of weekly BDCG of top 10 Locations (top), MAPE (middle), and RMSE (bottom) of each of the 6 models in the 2 time periods of

our study. Abbreviations: BDCG, binary discount cumulative gain; MAPE, mean absolute percentage error; RMSE, root mean squared error.
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Figure 5. A comparison of weekly RMSE and MAPE of each of the 6 models stratified by rural and non-rural counties in the 2 time periods of our study.

Abbreviations: MAPE, mean absolute percentage error; RMSE, root mean squared error.

Figure 6. SHAP features importance values for models developed and deployed during the Omicron Era (Q1 2021) (top), based on models developed and

deployed during the Delta era (Q3 2021) (bottom). Abbreviation: SHAP, Shapley Additive Explanations.

8 JAMIA Open, 2024, Vol. 7, No. 1



The proposed ML approach allows maximal use of all
available data during the dynamic changes that occur in a
public health crisis. As new data are introduced, we can
directly calculate vaccination rates and variant-specific Rt

values when necessary. Finally, we can account for and quan-
tify the impact of testing and vaccination uptake variability
and vaccination efficacy on subsequent case counts at specific
times during the crisis while utilizing all historical data avail-
able. Again, we note that the 7-day vaccination and testing
uptake metrics are used as a proxy for community concern
regarding SARS-CoV-2 in the county.

The results show associated impacts that align with scien-
tific knowledge about the impact of the variables. For exam-
ple, the SHAP values show more testing is associated with
higher case count forecasts, and higher cumulative vaccina-
tion is associated with lower case count forecasts for both Q3
2021 (Delta era) and Q1 2022 (Omicron era). The results
presented in Table 2 and across Figures 4 and 5 further sup-
port the importance of using both testing and vaccination
information when predicting case counts. The Full Model
and Alpha Rt Only model, which uses all available informa-
tion on testing and vaccination information, has lower RMSE
in locations with both high and low (<10) daily case counts,
suggesting relevance for rural areas where sparse population
may be associated with low case counts. The ability of these
models to provide accurate near-term predictions of SARS-
CoV-2 cases, reflects the importance of changing clinical
inputs with, the advantage of utilizing real-time public health
data with an LSTM ML framework compared to traditional
epidemiological approaches.

This study demonstrates insights into the behavior of ML
models to predict case numbers that are so important for
decisions regarding resource allocation in public health set-
tings. If the purpose is to predict the number of cases across
the state of WV, the Alpha Rt models and Full Model show
superior performance, with each model performing better at
various times and for rural and non-rural settings. We find
that the Full Model and the All Rt þ Incidence perform well
at different times. Specifically, the model incorporating All Rt

þ Incidence performs better on BDCG, indicating that the
vaccination information may no longer help identify loca-
tions where outbreaks are most likely to occur. We note that
in the Omicron wave, vaccination information is only found
in the best model used in 3 of the 11 weeks evaluated. From a
ML perspective, this result helps alleviate concerns that these
frameworks will always select models with the maximum
number of available features. The performance of the Rt þ
Incidence model in predicting locations with case increases
may be attributed to diminished vaccine effectiveness during
the Omicron wave in WV. This approach was deployed dur-
ing our NIH-funded RADX-Up project in WV, specifically
during the Omicron surge to identify locations to approach
for the deployment of expanded testing resources. Both rec-
ommended locations and forecasted cases were conserved
when deploying these resources. When viewed in totality,
these analyses illustrate the importance of utilizing all avail-
able public health information and real-time updating of the
models, specifically implementing techniques such as online
learning and other real-time implementation strategies for
ML methods.43

A limitation of this work is that our approach utilizes
cumulative vaccination and 7-day vaccination uptake as a
proxy for community concern regarding the COVID-19

pandemic, but other metrics, such as second dose of vaccine
boosters in eligible populations, as well as community rein-
fection rates, could also be important, especially since vacci-
nation may lessen but not necessarily prevent infection. These
metrics may also differ for various regions and should be con-
sidered in future research. Another limitation is that this
study was only developed and deployed in West Virginia,
though the approach we use is broadly applicable and could
be deployed directly in other areas. Finally, change point
detection is still an open problem in the ML community as
the ability for models to update instantaneously in response
to changes in underlying dynamics, such as human testing
behaviors and viral transmissibility, is not yet available.
Thus, there is a lag between the introduction of a variant and
the resulting impact of the emergent variant in the model.

Conclusion
One of the key aspects of the public health response to any
emerging outbreak is early detection through surveillance
and then having accurate means of forecasting how it will
impact the community. Outbreak analytics and disease fore-
casting, however, are only as reliable as the underlying data
upon which forecasting models are based, and the data often
changes rapidly over time. The disconnect between forecast-
ing methods for SARS-CoV-2 cases and using the available
real-time and changing public health metrics creates an
operational gap when predicting case counts in pandemics.
There is also a lack of data and studies that investigate,
develop, and deploy ML methods in rural settings like that
presented here. Novel methods such as ours are required to
combine the useful information contained in widely available
public health metrics with historical data trends. Our pro-
posed framework provides a method to nimbly incorporate
the available public health metrics with operational data and
integrate insights on the impact of testing, vaccination, and
current viral variant mixtures in the population to provide
better near-term predictions of SARS-CoV-2 incidence. The
framework also accounts for the dynamic changes in these
features and the addition of new data as they become avail-
able. This also provides a model for utilizing interpretable
ML techniques to forecast and understand the impact of pub-
lic health data, including measuring metrics of emerging var-
iants during COVID and other pandemics. Thus providing
more precise forecasting of public health metrics that can be
used to target disease control interventions and resource
deployment more accurately, increasing their impact.
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