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AbstrACt
Objectives Haemorrhagic fever with renal syndrome 
(HFRS) is a serious threat to public health in China, 
accounting for almost 90% cases reported globally. 
Infectious disease prediction may help in disease 
prevention despite some uncontrollable influence factors. 
This study conducted a comparison between a hybrid 
model and two single models in forecasting the monthly 
incidence of HFRS in China.
Design Time-series study.
setting The People’s Republic of China.
Methods Autoregressive integrated moving average 
(ARIMA) model, generalised regression neural network 
(GRNN) model and hybrid ARIMA-GRNN model were 
constructed by R V.3.4.3 software. The monthly reported 
incidence of HFRS from January 2011 to May 2018 were 
adopted to evaluate models’ performance. Root mean 
square error (RMSE), mean absolute error (MAE) and 
mean absolute percentage error (MAPE) were adopted to 
evaluate these models’ effectiveness. Spatial stratified 
heterogeneity of the time series was tested by month and 
another GRNN model was built with a new series.
results The monthly incidence of HFRS in the past 
several years showed a slight downtrend and obvious 
seasonal variation. A total of four plausible ARIMA 
models were built and ARIMA(2,1,1) (2,1,1)12 model 
was selected as the optimal model in HFRS fitting. 
The smooth factors of the basic GRNN model and the 
hybrid model were 0.027 and 0.043, respectively. 
The single ARIMA model was the best in fitting part 
(MAPE=9.1154, MAE=89.0302, RMSE=138.8356) 
while the hybrid model was the best in prediction 
(MAPE=17.8335, MAE=152.3013, RMSE=196.4682). 
GRNN model was revised by building model with new 
series and the forecasting performance of revised model 
(MAPE=17.6095, MAE=163.8000, RMSE=169.4751) 
was better than original GRNN model (MAPE=19.2029, 
MAE=177.0356, RMSE=202.1684).
Conclusions The hybrid ARIMA-GRNN model was better 
than single ARIMA and basic GRNN model in forecasting 
monthly incidence of HFRS in China. It could be considered 
as a decision-making tool in HFRS prevention and control.

bACkgrOunD
Hantavirus is a member of family Bunya-
viridae which contains the most important 
zoonotic pathogens of humans.1 Two cate-
gories of hantaviruses are Old World (Asia 
and Europe) virus that causes haemorrhagic 
fever with renal syndrome (HFRS), and New 
World (USA) virus that causes hantavirus 
pulmonary syndrome.2 3 Hantaviruses are 
spread through the infected mammals’ urine, 
faeces and saliva. People can be infected 

strengths and limitations of this study

 ► The monthly incidence of haemorrhagic fever with 
renal syndrome (HFRS) in China showed an uptrend 
since January 2018, so it is crucial to predict the 
development of HFRS and prevent its outbreak.

 ► This study evaluated the performance of autore-
gressive integrated moving average (ARIMA) model 
and generalised regression neural network (GRNN) 
model and hybrid ARIMA-GRNN model in forecast-
ing incidence of HFRS in China, the results could 
give a reference to choose suitable model in HFRS 
prediction.

 ► The reported data we collected may slightly differ 
from the actual incidence number since reported 
data came from monitor, it may not include the per-
son who was infected but not went to test.

 ► Many factors could influence the incidence of HFRS 
but only time factor in study period was consid-
ered in our models, thus data should be updated to 
maintain the model’s accuracy. Besides, there are 
lots of prediction models and this study only com-
pared three of them, further comparison is needed 
to choose the best model for HFRS forecasting.

 ► Spatial stratified heterogeneity should be tested in 
time series prediction research, applying the predic-
tion model in each spatial is an important way to 
improve the model’s performance.
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mainly through respiratory tract, alimentary tract and 
skin/mucus membrane abrasion. The onset symptoms 
of HFRS are fever, circulatory collapse with hypotension, 
haemorrhage and acute kidney injury.4 5 The hallmark of 
HFRS is capillary leak syndrome, which causes oedema 
and haemorrhage and threatens people’s life.6 7 Cases 
of HFRS are widely distributed in Eastern Asia, partic-
ularly in China, Russia and Korea.8 It is reported that 
the number of HFRS cases in China accounts for almost 
90% of the total cases worldwide.9 10 Some comprehen-
sive control activities such as effective vaccine and rodent 
elimination have achieved remarkable effects, while the 
incidence of HFRS is still high owing to some uncon-
trollable factors.11 12 Thus it is important to forecast the 
diseases trends and get early warning before disease 
outbreak

Statistic models such as linear regression, artificial 
neural network and grey model have been widely used 
in time series forecasting.13 14 Reliable forecasting plays 
an important role in infectious diseases control before 
pandemic or outbreak. Autoregressive integrated moving 
average (ARIMA) model is one of the most popular 
methods in diseases prediction. The principle of ARIMA 
model contains filtering out the high-frequency noise in 
the data, detecting local trends based on linear depen-
dence and forecasting the development trends. The 
limitation of this model is that ARIMA can only analyse 
the linear part of infectious disease series.15 However, 
the non-linear part of epidemic data may not be white 
noise, which means some information may be lost by 
ARIMA model. To overcome the inherent defect of 
ARIMA model, an artificial neural network (ANN) model 
was adopted. ANN is a conceptualised mathematical 
non-linear classification model inspired by the behaviour 
of biological networks of neurons.16 17 The generalised 
regression neural network (GRNN) is a member of ANN 
family and has unique ability of accelerated learning 
and greater capability for non-linear fitting. The hybrid 
ARIMA-GRNN model has both advantages of ARIMA 
model and GRNN model, it means that both the linear 
part and non-linear part of time series could be fitted by 
this hybrid model.

Some researches indicated that the hybrid model had 
better incidence forecasting performance than single 
ARIMA model and basic GRNN model in infectious 
diseases,18 while the best model in predicting the inci-
dence of HFRS in China is still unclear. Besides, some 
studies had compared the performance of hybrid ARIMA-
GRNN model with other models19 despite the compar-
ison between the hybrid model with two single models 
in HFRS prediction is rare. This study aims to develop a 
single ARIMA model, a basic GRNN model and a hybrid 
ARIMA-GRNN model to fit and predict the monthly 
incidence of HFRS in China. The fitting and forecasting 
performance of these three models were compared 
with to determine the best one, which is suggested to be 
employed in the provision of reference information for 
HFRS control.

MethODs
Data sources
The monthly reported incidence data of HFRS in China 
from January 2011 to May 2018 were collected from 
the official website of National Health Commission of 
the People’s Republic of China (Ministry of Health). 
All HFRS cases in mainland China must be reported to 
the National Health Commission through the infectious 
disease surveillance system within 24 hours. The data 
was separated into model building part and model fore-
casting part. According to some researches, the data from 
January 2011 to December 2017 were adopted to build 
model while data from January to May 2018 were used for 
model verification.

single ArIMA model
The ARIMA model is usually shown as ARIMA(p,d,q)
(P,D,Q)S while the parameters mean non-seasonal and 
seasonal order of autoregression, the degree of difference 
and moving average, respectively, the subscript means the 
length of cyclical pattern. An ARIMA model is developed 
by time series stationary, parameter estimation and model 
check.20

Time series stationary is the first requirement for 
ARIMA model establishment, it means no fluctuation 
or periodicity over time. The augmented Dickey-Fuller 
(ADF) unit-root test could help estimating whether the 
time series is stationary or not. Log transformation and 
differences are frequently adopted to stabilise the time 
series.

The parameter D is the length of seasonal difference 
and d is the length of trend difference, these two param-
eters are determined when original series is stable. The 
parameters of p, q, P and Q are determined by research-
er’s personal experience through the autocorrelation 
function (ACF) graph and partial autocorrelation func-
tion (PACF) graph of stationary series. Generally, more 
than one values may be given to each parameter so that 
several plausible models could be combined.

Since the best model must have the highest accuracy 
in disease prediction, some substandard models are 
excluded. A suitable model must show statistical signif-
icance in parameter test and get white noise sequence 
in residual test. Besides, the best model should have the 
lowest Akaike information criterion (AIC) value than 
other combined models.

basic grnn model
The GRNN model is built based on non-linear regres-
sion theory. The input layer, pattern layer, summation 
layer and output layer are involved in the construction 
of GRNN model.21 Its inherent function is to identify the 
relationship between each input value and output value. 
Initially, the original data are divided into training set 
and test set. The test set can be the last two data or two 
random data of original series, the rest are adopted as the 
training set. Smoothing factor is the only parameter of 
GRNN which means the network could not be affected 
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by human. A series of smoothing factors were tested by a 
circular programme through MATLAB software. Gener-
ally, there are more than one possible value of smoothing 
factor and the best one must have the lowest root mean 
square error (RMSE). Finally, all the original data were 
adopted as input part to predict the future data by the 
GRNN model which was built with the best smoothing 
factor.

hybrid ArIMA-grnn model
The ARIMA model has advantage in extracting and 
fitting the linear part of the original time series, while the 
non-linear information in residual is abandoned. GRNN 
model is combined thanks to its capacity in data mining, 
so that the limitation of ARIMA model could be over-
come. The hybrid ARIMA-GRNN model is developed to 
demonstrate if it has the highest accuracy in HFRS inci-
dence prediction.

To develop the hybrid model, the input values are the 
fitting data of ARIMA model while the output values are 
actual data. Same with the basic GRNN model, the last 
two samples or two randomly selected samples of orig-
inal series are used as testing set and the rest are used as 
training set to find the best smoothing factor and rebuilt 
the GRNN model. Finally, the forecasted values of ARIMA 
model is used as the input data of hybrid model to get the 
output predictive values.

Model revision
Spatial stratified heterogeneity (SSH) refers to the 
phenomenon that within strata are more similar than 
between strata.22 SSH is an unavoidable confounder 
in global model application, especially in areas with 
huge region.23 The ‘spatial’ not only refer to geospatial 
meaning, but also mathematical meaning, such as gender, 
region and education level. In this study, SSH was tested 
by month to demonstrate if there were different strata in 
HFRS incidence series. The prediction model will be built 
in different strata if SSH test is significant.

Model comparison
The forecasting effects of ARIMA model, GRNN model 
and hybrid ARIMA-GRNN model are estimated with 
RMSE, mean absolute error (MAE) and mean absolute 
percentage error (MAPE).24 Excel 2016 was used to build 
the database, R V.3.4.3 software was used to create the 
ARIMA model, the MATLAB R2016a software was used to 
create the basic GRNN model and hybrid ARIMA-GRNN 
model. GeoDetector software was used for SSH test.

Patient and public involvement
In this study, no patients or public was involved.

ethics
Since no primary data collection was undertaken, no 
patient or public was involved, no formal ethical assess-
ment or informed consent was required.

results
single ArIMA model
The monthly incidence data of HFRS in China from 
January 2011 to December 2017 was used to develop the 
ARIMA model (figure 1). As shown in the original time 
series graph, the HFRS incidence showed seasonal vari-
ation and the period was 12 months (s=12). A slightly 
declining trend can be seen and it means the time series 
was not stationary. Trend difference (d=1) and seasonal 
difference (D=1) were done to eliminate the instability. 
The ADF test showed that the differenced time sequence 
was stationary (t statistics was −4.7201, p=0.0100).

The ACF graph and PACF graph (figure 2) were 
applied to explore the parameters of the ARIMA model. 
Four appropriate models were chosen by residual test and 
filtered by AIC value. The AIC values of ARIMA(1,1,1) 
(1,1,1)12, ARIMA(1,1,1) (2,1,1)12, ARIMA(2,1,1) (1,1,1)12, 
ARIMA(2,1,1) (2,1,1)12 were 950.48, 944.68, 940.55 and 
936.61, respectively. The ARIMA(2,1,1) (2,1,1)12 model 
had the lowest AIC value and was chosen as the most suit-
able model in HFRS prediction. The residual test showed 
white noise (figure 3).

Figure 1 Monthly incidence of HFRS in China from January 
2011 to December 2017. HFRS, haemorrhagic fever with 
renal syndrome. 

Figure 2 The ACF and PACF graphs of differenced HFRS 
incidence series. ACF, autocorrelation function; HFRS, 
haemorrhagic fever with renal syndrome; PACF, partial 
autocorrelation function. 
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basic grnn model
The samples from January 2011 to December 2017 were 
adopted to develop the network. The last two samples 
were used as testing samples while the others were 
training samples. To determine the optimal smoothing 
factors, a series of smoothing factors were tested. The 
smoothing factor with the minimum RMSE was selected 
as the optimal one. Figure 4 shows the RMSE of these 
smoothing factors and it can be found that the optimal 
smoothing factor of the one-dimensional input and 
one-dimensional output GRNN model was 0.027.

hybrid ArIMA-grnn model
The fitted data of ARIMA model from January 2011 to 
December 2017 were used as the input samples for the 
GRNN model and the actual HFRS values were used as 
the output samples to training the hybrid ARIMA-GRNN 
model. The RMSE of hybrid model was the lowest when 
the smoothing factor was 0.043 (figure 4), so 0.043 was 
selected to develop the GRNN model. Subsequently, the 
forecasting outcomes of ARIMA model from January 
2018 to May 2018 were selected as the entry value of the 
ARIMA-GRNN model, and the output values were the 
predictive values of the hybrid model.

Finally, all three models had forecasted the HFRS 
incidence in China from January to May 2018. The fore-
casting performance parameters of the three models for 
the fitting and forecasting parts are shown in table 1. The 
curves of the three models and the actual HFRS inci-
dence series are depicted in figure 5. In this figure, the 
curves were divided into fitting part and forecasting part 
by a vertical dashed line, the left is fitting part while the 
forecasting part is on right.

Model revision
HFRS incidence time series from January 2011 to 
December 2017 was partitioned to 12 strata according to 
their months and SSH was tested. The results showed a 
q statistic with 0.776 and a p value with 0.000, the SSH 
was significant. Given these results, the prediction was 
applied in each strata.

A total of 12 new time series were established and each 
one has data with same month of each year. The sample 
size of each series was seven. Since the ARIMA model 
requires a series with large sample size, thus we built 
GRNN model to explore whether the strata help improve 
the model’s performance. The verification data were 
actual HFRS incidence from January to May 2018, thus 
we built five revised GRNN models with new series. The 
relative error of these revised GRNN models were showed 
in table 2. The average relative error of revised GRNN 
model was 17.61%, which was lower than 17.83% of orig-
inal GRNN model. The MAPE, MAE and RMSE of revised 
model were 17.6095, 163.8000, 169.4751, respectively. 
These results indicated that the revised model was better 
than original GRNN model and application of prediction 
model in different strata was important to model’s perfor-
mance improvement.

DIsCussIOn
In this study, a hybrid model was constructed based on 
traditional ARIMA model and basic GRNN model. These 
three different models were compared in fitting and 
forecasting performance and the results showed that 
the hybrid ARIMA-GRNN model was the best model 
in predicting the monthly reported incidence of HFRS 
in China. The hybrid model might be a potential deci-
sion-making tool to give some suggestion in public 
health policy decision. However, focusing on SSH and 

Figure 3 Residual white noise test. ACF, autocorrelation 
function.

Figure 4 The selection of basic GRNN model and hybrid 
ARIMA-GRNN model. ARIMA, autoregressive integrated 
moving average; GRNN, generalised regression neural 
network; RMSE, root mean square error. 
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developing prediction model in different strata help 
improve model’s performance. A hybrid ARIMA-GRNN 
model built with data of same month of each year might 
be better than the existing hybrid model.

The characteristic of monthly incidence of HFRS in 
China is suitable for ARIMA model and GRNN model. 
As shown in the results, the incidence of HFRS in China 
has a slight decreasing trend and a bimodal seasonal 
cases distribution, which are same with other studies.25 26 
The incidence reaches peak in winter rapidly and has a 
longer lasting peak in spring. Autumn to winter peak is 
the other peak, which is lower than the winter to spring 
one. Two reasons could explain this seasonal distribution. 
People are more likely to be exposed to the disease due 
to increased activities in these two seasons and rodent 
behaviour changes with climate change.27 28 Besides, the 
distribution and peak value might change with different 
hantaviruses types.

The hybrid ARIMA-GRNN model was superior among 
three models even with imperfect fitting performance. 
ARIMA model is one of the most commonly used methods 
in infectious diseases’ prediction and has been proved 
with high accuracy. In this study, the traditional ARIMA 
model was used as the basic model for evaluating the 
performance of other models. The results showed that 
single ARIMA model and basic GRNN model were better 

than hybrid model in data fitting according to lower MAE 
and MAPE. Even some unmeasurable factors may impact 
data fitting, the forecasting performance should be at the 
first consideration.21 The MAPE, MAE, RMSE of hybrid 
model in validation part were lower than single ARIMA 
model or basic GRNN model. Some studies built the 
hybrid model with tuberculosis incidence or hand-foot-
mouth disease incidence19 29 30 and the results showed that 
hybrid ARIMA-GRNN model had less error than single 
model both in modelling and forecasting stage, which is 
different with our study. Thus we hypothesis that diseases 
characteristics may affect the model performance and 
the best predictive model of each infectious disease is 
different. Model in this study could only fit the incidence 
of HFRS in China, its performance in other diseases or 
other nation needs further research.

The time series prediction model was developed as 
a new potential tool for infectious diseases’ incidence 
prediction in recent years. In this study, hybrid ARIMA-
GRNN model was chose as a potential outbreak warning 
tool. Same with other disease prediction models, the 
disease control department could assess the disease devel-
oping trend with the help of the hybrid ARIMA-GRNN 
model. In a short term, the prediction values have same 
trend with the actual values. It means if the predictive 
values continue to rise, an outbreak should be alerted. 
Besides, disease prediction model is developed to eval-
uate the effectiveness of diseases intervention strategies 
like vaccine. An effective control measure will make the 
actual values lower than the predicted results. Something 
noteworthy is that these two functions are based on short 
terms. The incidence of infectious disease is influenced 
by some uncontrollable factors and HFRS is infected by 
weather, climate, human activities and so on.31–33 These 
factors may keep stable in a short period and might 
change in a long run.

SSH is unavoidable in prediction model application 
and developing model in different strata is a common 
way to deal with this confounding. In this study, we parti-
tioned the original series to 12 different series by month 
in order to relieve confounding. Due to the little sample 
size of each series, seven data are not enough to build 
ARIMA. Thus the traditional ARIMA model and hybrid 
ARIMA-GRNN model could not be revised. The GRNN 
model requires less about sample size so it was revised. 

Table 1 The fitting and forecasting performance of three models

Predicting error

Fitting part Forecasting part

MAPE MAE RMSE MAPE MAE RMSE

ARIMA 9.1154 89.0302 138.8356 21.0212 175.7042 220.6269

GRNN 10.7332 134.5960 265.7046 19.2029 177.0356 202.1684

ARIMA-GRNN 9.6083 85.0429 140.6426 17.8335 152.3013 196.4682

ARIMA, autoregressive integrated moving average; GRNN, generalised regression neural network; MAE, mean absolute error; MAPE, mean 
absolute percentage error; RMSE, root mean square error. 

Figure 5 The fitting and forecasting curves of three models 
and the actual HFRS incidence series. ARIMA, autoregressive 
integrated moving average; GRNN, generalised regression 
neural network; HFRS, haemorrhagic fever with renal 
syndrome. 
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Five revised GRNN model showed a better forecasting 
performance than original GRNN model. These results 
alert the SSH confounder in time series prediction model 
application, especially in huge region or diverse territory 
and the results also remind us of building model in same 
strata. According to these results, it could be inferred that 
revised ARIMA model and hybrid model may have better 
performance than existing models. More data are needed 
to revise these two models.

Several limitations of this study should be noted. As is 
shown above, the prediction model was merely developed 
for short-term forecasting. Maintaining the prediction 
performance for months or years requires constantly 
update of data and model. Here we build three new 
models whose fitting data were HFRS incidence from 
January 2011 to December 2015 and data from January 
2016 to May 2018 were used to verification (online supple-
mentary table S1). It showed that model with new data 
has higher accuracy. Besides, this study only analysed 
the incidence of HFRS in China from January 2011 to 
December 2017 and the sample size is not enough when 
building model in different strata. Although the revised 
GRNN model demonstrated that SSH should be consid-
ered, the ARIMA-GRNN model were not revised due to 
little sample size. A time series with more data than this 
study is required to revise the hybrid model and improve 
the model’s performance. At last, HFRS incidence data in 
this manuscript was total incidence in China, we can not 
explore the performance of these models in provincial 
incidence prediction. Spatial factor is an important factor 
that can affect HFRS development, so the applicability of 
results in this research need further study.

COnClusIOns
The hybrid ARIMA-GRNN model is superior than the 
single ARIMA model and basic GRNN model both in 
fitting and forecasting of monthly incidence of HFRS in 
China. The data should be kept updated to maintain the 
forecasting performance. This hybrid model should be 
considered as a decision-making tool in HFRS prevention 
and control.
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