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Abstract

All-atom constant pH molecular dynamics
simulations offer a powerful tool for under-
standing pH-mediated and proton-coupled bi-
ological processes. As the protonation equi-
libria of protein sidechains are shifted by elec-
trostatic interactions and desolvation ener-
gies, pK a values calculated from the constant
pH simulations may be sensitive to the under-
lying protein force field and water model. Here
we investigated the force field dependence
of the all-atom particle mesh Ewald (PME)
continuous constant pH (PME-CpHMD) sim-
ulations of a mini-protein BBL. The replica-
exchange titration simulations based on the
Amber ff19SB and ff14SB force fields with the
respective water models showed significantly
overestimated pK a downshifts for a buried
histidine (His166) and for two glutamic acids
(Glu141 and Glu161) that are involved in salt-
bridge interactions. These errors (due to un-
dersolvation of neutral histidines and over-
stabilization of salt bridges) are consistent
with the previously reported pK a’s based on
the CHARMM c22/CMAP force field, albeit
in larger magnitudes. The pK a calculations
also demonstrated that ff19SB with OPC wa-
ter is significantly more accurate than ff14SB
with TIP3P water, and the salt-bridge related
pK a downshifts can be partially alleviated by
the atom-pair specific Lennard-Jones correc-
tions (NBFIX). Together, these data suggest
that the accuracies of the protonation equilib-

ria of proteins from constant pH simulations
can significantly benefit from improvements of
force fields.

Introduction

Solution pH mediates many important biolog-
ical processes through coupling proton titra-
tion with conformational changes of proteins.
Over the last two decades, constant pH meth-
ods have been developed to rigorously ac-
count for solution pH in condensed-phase
molecular dynamics (MD) simulations. In-
stead of fixing the protonation states of protein
sidechains to the initial conditions, e.g., his-
tidines with one proton on either the δ or ϵ im-
idazole nitrogen, constant pH simulations al-
low protonation states to respond to changes
in the electrostatic environment accompany-
ing conformational dynamics. Currently, the
main approaches to enable proton-coupled
dynamics is through Monte-Carlo (MC) sam-
pling of protonated and deprotonated states
(discrete or hybrid MD/MC constant pH meth-
ods)1–5 and an extended Hamiltonian descrip-
tion whereby an auxiliary set of fictitious parti-
cles are propagated to represent proton titra-
tion (continuous constant pH or λ dynamics
based constant pH methods).6–11 A more de-
tailed discussion of the development of con-
stant pH methods is given in a recent review12

for more references.
In the early developments of constant
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pH methods, various generalized Born
(GB)2,6,7,13 or Poisson-Boltzmann (PB) implicit
solvent models are used for both conforma-
tional and protonation state sampling. The
so-called hybrid-solvent scheme combines
the conformational sampling in explicit sol-
vent with implicit-solvent calculation of titra-
tion energies4,14 or forces,8 resulting in sig-
nificantly improved accuracies of the calcu-
lated pK a values. The more recent develop-
ments11,15–18 utilize explicit solvent for both
conformational and protonation state sam-
pling, which allows constant pH simulations
to study systems that implicit-solvent repre-
sentations are either insufficiently accurate
or simply unfeasible to describe, for exam-
ple, highly charged systems or those in a
heterogeneous dielectric environment. The
first all-atom λ dynamics based CPHMDMSλD

implementation in CHARMM was applied to
calculate the pK a’s of RNAs19 and peptides
inserted in the lipid bilayer.20

By removing the deficiencies due to the
implicit-solvent models, all-atom constant pH
simulations can in principle give more ac-
curate pK a values compared to the hybrid-
solvent constant pH simulations. The bench-
mark simulations using the first all-atom par-
ticle mesh Ewald (PME) continuous con-
stant pH MD (CpHMD) implementation in
CHARMM16 demonstrated improved correla-
tion between the calculated and experimen-
tal pK a shifts relative to the solution (also
known as the model) values as compared to
its “predecessor”, the hybrid-solvent CpHMD
in CHARMM,8 even though the root-mean-
square errors (rmse) with respect to the ex-
perimental data are similar.

The key physical determinants of protein
pK a shifts relative to the model values are
electrostatic interactions and desolvation free
energies, which have been shown to vary be-
tween different protein force fields for pro-
teins and water.21–26 As such, pK a values de-
rived from constant pH simulations can be
used to probe the force field deficiencies.27

So far, the benchmark simulations of all-atom
constant pH methods15–18,28 have been con-
ducted using the CHARMM c22/CMAP,29,30

c36,31 or c36m32 force fields, while other
force fields such as the widely used Amber
ff14SB33 or ff19SB34 force fields have not
been tested. Recently, Sequeira et al. com-
pared the pK a calculations using the hybrid-
solvent MD/MC based constant pH simula-
tions with the GROMOS 54A7 and CHARMM
c36m force fields.35 Their study showed that,
with the c36m force field the calculated pK a’s
are very stable over the simulation time (up
to 50 ns), whereas with the 54A7 force field
the pK a’s drift significantly over the simulation
time.35

In this work, we investigate the force field
dependence of the all-atom PME CpHMD
simulations by comparing the titration sim-
ulations of a mini-protein BBL (Figure 1)
based on the Amber ff19SB,34 ff14SB,33 and
CHARMM c22/CMAP29,30 protein force fields
and their respective preferred water mod-
els, TIP3P,36 OPC,37 and CHARMM-style
TIP3P.29 BBL is a well suited benchmark pro-
tein for the constant pH based pK a calcula-
tions, as it contains buried histidines and car-
boxylic acids involved in salt-bridge interac-
tions, for which large pK a shifts relative to so-
lution (also called model) values are expected
and challenging to predict accurately.38 Also,
BBL has been previously used to benchmark
the performance of the all-atom PME CpHMD
implementations in CHARMM39 and Amber
programs.40 Importantly, due to its small size,
conformational sampling is less likely an is-
sue. We found that the largest error for all
force fields is for a buried histidine, while glu-
tamic acids involved in salt bridge interactions
have overestimated pK a shifts. Specific ion
binding was observed in the ff19SB simula-
tions; however, the use of atom-pair specific
corrections to the Lennard Jones parameters
(widely known as NBFIX)41–45 did not reduce
the errors of the calculated pK a’s.

Results and Discussion

Comparison of the calculated pK a’s based
on the Amber and CHARMM force fields
and comparison to experiment. BBL has
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Figure 1: Structure and titratable sites
of BBL. The NMR model of BBL (PDB ID:
1W4H,46 first entry) The titratable sidechains
are labeled and shown in the stick model.

Table 1: Comparison of the calculated pK a’s
of BBL using the all-atom PME CpHMD titra-
tion based on Amber and CHARMM force
fieldsa

Residue Expt ff19sb ff14sbfix c22 ff14sb/GB
D129 3.9 3.5 3.6 3.6 2.8
E141 4.5 3.4 3.1 4.0 4.1
H142 6.5 6.6 6.5 5.8 6.9
D145 3.7 3.3 2.2 3.2 2.6
E161 3.7 2.6 2.6 4.0 3.3
D162 3.2 3.3 1.7 2.9 3.2
E164 4.5 3.6 3.4 4.0 4.0
H166 5.4 2.4 2.1 4.2 6.0
maxe -3.0 -3.3 -1.2 -1.1
rmse 1.26 1.58 0.61 0.66
rmse (w/o H166) 0.73 1.14 0.48 0.67

aMaximal error (maxe) and root-mean-square error
(rmse) are calculated with respect to the experimen-
tal data. The experimental data of BBL is taken from
Ref.47,48 ff19sb refers to the ff19SB protein force field34

with the OPC water model37 and Amber default ion
force field.49 ff14sbfix refers to the ff14SB protein force
field33 with TIP3P water model50 and the NBFIX cor-
rected ion force fields.43–45 c22 refers to the CHARMM
c22 protein force field29 with the CHARMM style TIP3P
water model29,50 and the NBFIX corrected ion force
fields.42,51,52 Column ff14sb/GB contains the previous
data13 obtained from the pH replica-exchange titration
simulations based on the ff14SB force field and GB-
Neck2 implicit-solvent model.53 Residues discussed in
the main text are highlighted in bold font.

6 carboxylic acids and 2 histidines. The cal-
culated pK a’s based on the ff19SB protein
force field34 gave a root-mean-square error
(rmse) of 1.26 pH units with respect to ex-

periment, which is much larger than the rmse
of 0.62 with the CHARMM c22 protein force
field29,30 and the rmse of 0.66 from the GB-
Neck253 implicit-solvent simulations with the
ff14SB force field33 (Table 1). Convergence
and titration curves of ff19SB simulations are
given in Supplemental Figure S1–S4. Note,
the rmse of the pK a’s calculated from the
preliminary ff14SB simulations is 1.34, simi-
lar to ff19SB (Supplementary Table S1). Cu-
riously, for both ff19SB and c22 simulations,
the largest pK a calculation error is for His166,
which has the respective calculated pK a’s of
2.4 and 4.1, corresponding to the pK a down-
shifts of 4.1 and 2.4 relative to the model
value of 6.5 (Table 1). Both ff19SB and c22
simulations correctly predicted the direction of
the pK a shift; however, the magnitude of the
downshift is too large by 3.0 and 1.2 pH units
as compared to experiment (Table 1). For
the ff14SB force field, the downshift is over-
estimated by 2.6 unit (Supplementary Table
S1). Without His166, the rmse for the ff19SB
and c22 simulations are reduced to 0.73 and
0.48, respectively (Table 1), while for ff14Sb
the rmse without His166 is 0.99 (Supplemen-
tary Table S1). By contrast, in the GBNeck2
implicit-solvent simulations, the pK a downshift
of His166 is underestimated by by 0.6.

Following His166, the largest pK a calcula-
tion errors with the ff19SB force field are for
Glu141 and Glu161, which have the calcu-
lated pK a’s of 3.4 and 2.5, corresponding to
the pK a downshifts of 0.8 and 1.7 relative to
the model pK a of 4.2, respectively (Table 1).
With the c22 force field, the calculated pK a’s
for Glu141 and Glu161 are 4.0 and 4.0, cor-
responding to the pK a downshifts of 0.2 rel-
ative to the model value (Table 1). Thus,
the calculated pK a shifts are in the same di-
rection with the two force fields. Compared
to the experimental pK a’s of 4.5 and 3.7 for
Glu141 and Glu161, the ff19SB simulations
underestimated both pK a’s by about 1.1 unit,
whereas the c22 simulations underestimated
the pK a’s by 0.5 and 0.3 units, respectively.
Below we discuss the origins of the underesti-
mated pK a’s for Glu141, Glu161, and His166.
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pK a downshifts of Glu141 and Glu161 are
due to salt bridge formation. The pK a’s of
Glu141 and Glu161 calculated by the ff19SB
simulations are both downshifted with respect
to the model value, suggesting that they are
involved in attractive electrostatic interactions.
Trajectory analysis shows that Glu141 occa-
sionally forms a salt bridge with Arg137, with
the occupancy (or probability) increasing from
zero at pH 1 to a maximum of nearly 20%
near pH 4 where deprotonation is completed
(Figure 2a–c). Over the same pH range, the
solvent exposure of Glu141, defined by the
number of water in the first solvent shell of
the carboxylate oxygens, also increases and
plateaus to about 7 upon complete deproto-
nation (Figure 2d). Since the first solvent shell
of carboxylate oxygens of the model pen-
tapeptide (AAEAA) contains an average of 7
water molecules (SI), these analyses (Figure
2c,d) suggests that Glu141 becomes fully ex-
posed to solvent once the salt bridge is dis-
rupted.

The strong correlation between the sig-
moidal shaped pH profiles of the deprotona-
tion fraction, salt-bridge occupancy, and sol-
vent exposure of Glu141 indicates that the
salt-bridge interaction, which stabilizes the
charged state, is the main determinant for
the pK a downshift. This phenomenon has
been observed in the previous titration sim-
ulations using the CpHMD implementations
in the CHARMM and AMBER programs with
the c22 force field.16,28 However, since the
experimental pK a of Glu is 4.5, which is 0.3
up shifted relative to the model value, the
Glu141–Arg137 salt bridge interaction is likely
overly stabilized by the ff19SB force field, and
the overstabilization is to a lesser extent with
the c22/CMAP force field as the pK a underes-
timation is 0.5 unit smaller.

We next examined Glu161, which shows
a pK a downshift that is 1.2 units too large
compared to experiment (Table 1). Similar
to Glu141, deprotonation of Glu161 is also
strongly correlated with the salt-bridge forma-
tion (with either Lys165 or Arg160, Figure 3a–
d). The salt-bridge occupancy of Glu161 in-
creases to a maximum of 28% near pH 5

(Figure 3d), which is higher than Glu141 (Fig-
ure 2c). Over the same pH range, the num-
ber of water in the first solvent shell of Glu161
increases to about 6.5 (Figure 3e), which
is slightly lower than that for Glu141 (Fig-
ure 2d). The increased salt-bridge interac-
tions and slightly decreased solvent exposure
favor the charged state, which may explain the
lower pK a of Glu161 relative to Glu141.

E141

R137

a)

b) d)

c) e)

ff19sb
ff14sbfix

Figure 2: Titration of Glu141 in BBL and the pH-
dependent salt bridge formation, solvent exposure,
and ion binding. a) Snapshot of the bound ions from
the ff19SB trajectory at pH 6.5. Na+ and Cl– ions are
shown as purple and yellow spheres, respectively. b)
pH-dependent deprotonated fraction of Glu141. c) pH-
dependent occupancy of the salt bridge formation be-
tween Glu141 and Arg137. A salt bridge is considered
formed if the distance between a carboxylate oxygen
of the charged Glu141 and a guanidinium nitrogen is
below 4.0 Å. d) Number of water molecules within 3.4
Å of a carboxylate oxygen of Glu141 at different pH.
e) Occupancy of Cl– binding of Arg137 (closed circles)
and Na+ binding of Glu141 (open circles) at different
pH. An ion is considered bound if it is within a cutoff
distance, 4.2 Å for Cl– and 4.0 Å for Na+, from a guani-
dinium nitrogen of Arg137 or a carboxylate oxygen of
Glu141. The data based on the ff19SB and ff14SBfix
force fields are shown in red and black, respectively,
and do not include pK a corrections.

Downshifted pK a of Asp162 is due to hy-
drogen bonding. The calculated pK a’s of
Asp162 based on the ff19SB and c22 force
fields are similar and downshifted relative to
the model value by 0.4 and 0.7, respectively.
These pK a downshifts are similar to the ex-
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perimental downshift of 0.5 units. Trajectory
analysis suggests that the pK a downshift of
Asp162 can be attributed to the formation of
a hydrogen bond (h-bond) with Thr152 (Fig-
ure 4a). The deprotonation of Asp162 occurs
over the pH range of 1 to 5 (Figure 4b), where
the increased deprotonation is accompanied
by the h-bond formation between the car-
boxylate of Asp162 and the hydroxyl group of
Thr152 which increases from 5.3% to 83.8%
(Figure 4c). Stabilization of the deprotonated
carboxylate by accepting a h-bond has been
frequently observed in the c22 based CpHMD
simulations using the CHARMM and Amber
programs.16,28 The similarity between the ex-
perimental and calculated pK a’s of Asp162
based on the ff19SB and c22 force fields
suggests that the h-bond interaction involving
Asp162 may be represented appropriately by
the force fields.

E161

R160

K165

R160

K165

E161

a) c) e)

b) f)

ff19sb
ff14sbfix

d)

Figure 3: Titration of Glu161 in BBL and the pH-
dependent salt bridge formation, solvent exposure
and ion binding. a) Snapshot showing a salt bridge
between Glu161 and Arg160 taken from the ff19sb tra-
jectory at pH 7. b) Snapshot of Arg160 bound to Cl–

and Glu161 forming a salt bridge with Lys165 from the
ff19sb trajectory at pH 7. c) Deprotonated fraction of
Glu161 at different pH. d) Salt bridge occupancy of
Glu161 with either Arg160 or Lys165 as different pH. e)
Number of water within 3.4 Å of any carboxylate oxygen
of Glu161 at different pH. f) Occupancy of Cl– binding
to Arg160 at different pH. The data based on the ff19SB
and ff14SBfix force fields are shown in red and black,
respectively, and do not include pK a corrections.

pK a downshift of His166 is due to sol-
vent sequestration. To understand the sig-
nificant pK a downshift of His166, we exam-
ined its solvent exposure and hydrogen bond
(h-bond) environment in the titration simula-
tions (Figure 5a,b). Consistent with the anal-
ysis of the c22 titration simulations,28 the pK a

downshift of His166 can be mainly attributed
to solvent displacement. Above pH 3.5, the
first solvent shell of His166 includes only 3
water, As His166 becomes protonated with
decreasing pH, the number of water in the first
solvation shell of His166 increases from about
3 at pH 4 to about 5 at pH 1 (Figure 5c,d).
Consistent with the c22 titration simulations,28

the h-bond formation of His166 is minimal. At
pH 1–2, His166 (at Nδ, Supplemental Figure
S5) donates a h-bond to the backbone car-
bonyl oxygen of Asp162, with an occupancy
of ∼11% (Figure 5e).

D162

T152

a) c)

d)

ff19sb
ff14sbfix

b)

Figure 4: Titration of Asp162 in BBL and the pH-
dependent hydrogen bonding. a) Snapshot of a hy-
drogen bond between Thr152 and Asp162 from the
ff14sbfix trajectory at pH 7. b) pH-dependent depro-
tonation fraction of Asp162. c) pH-dependent occu-
pancy of the hydrogen bond (h-bond) formation be-
tween the carboxylate of Asp162 and the hydroxyl
group of Thr152. A h-bond is considered formed if
the distance between the donor and acceptor heavy
atoms is below 3.5 Å and the donor−H···acceptor an-
gle is greater than 150◦. d) Number of water within
3.4 Å of a carboxylate oxygen of Asp162 at different
pH. The data based on the ff19SB and ff14SBfix force
fields are shown in red and black, respectively, and do
not include pK a corrections.
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NBFIX improves the pK a calculations.
To reduce the binding interactions between
ions and proteins and between oppositely
charged ions, atom-pair specific corrections
to the Lennard-Jones parameters (com-
monly known as NBFIX) have been intro-
duced to both CHARMM41,42 and Amber43–45

force fields. The ff19SB titration simulations
showed specific binding of Cl– with argi-
nine and histidine and Na+ with glutamic
acid (see below), and such interactions were
not present in the c22 simulations28 with the
NBFIX corrections.42

H166

H166

D162

D162

a) c) e)

d) f)b)

ff19sb
ff14sbfix

Figure 5: Titration of His166 in BBL and the pH-
dependent hydrogen bonding, solvent exposure,
and ion binding. a) Hydrogen bond formation be-
tween the imidazole nitrogen of His166 and the back-
bone carbonyl oxygen of Asp162 in a snapshot taken
from the ff19SB trajectory at pH 2.5. b) The deproto-
nation fraction of His166 at different pH. c) Occupancy
of the hydrogen bond (h-bond, shown in a) between
His166 and Asp162. A h-bond is defined by a maxi-
mum distance of 3.5 Å between N and O and a mini-
mum angle N−H···O of 150◦. d) The imidazole nitrogen
on His166 is bound to Cl– (yellow sphere), shown in a
snapshot taken from the ff19sb trajectory at pH 2.5. e)
The number of water within 3.4 Å of an imidazole ni-
trogen on His166 at different pH. f) The occupancy of
Cl– binding of His166 at different pH. A binding event
is defined as a Cl– ion within 4.2 Å of an imidazole ni-
trogen on His166. The data based on the ff19SB and
ff14SBfix force fields are shown in red and black, re-
spectively, and do not include pK a corrections.

Since the NBFIX corrections for ff19SB have
not been developed, we repeated the sim-
ulations of BBL using the NBFIX corrected

ff14SB force field (ff14SBfix)43–45 and com-
pared to the pK a’s calculated in the previous
work28 based on the ff14SB force field, which
gave a rmse of 1.78 or 1.38 without His166
(Supplemental Table S1). These errors are
larger than those based on the ff14SBfix sim-
ulations, which gave a rmse of 1.58 or 1.14
without His166 (Supplemental Table S1). It
is worth noting that even with the NBFIX cor-
rections, the pK a errors based on ff14SB
are still larger than the ff19SB simulations
without the NBFIX corrections (rmse of 1.26
or 0.68 without His166). Below we discuss
ion binding to the aforementioned residues,
Glu141, Glu161, and Asp162, and His166 in
the ff19SB simulations and the effects of us-
ing the NBFIX corrections.

NBFIX abolishes ion binding and weakens
salt bridges involving Glu141 and Glu161.
In the case of Glu141, the ff19SB simulations
showed a considerable amount of Cl– bind-
ing to Arg137, which decreases from about
30% at pH below 4 to about 19% at pH 7.0
(Figure 2a and 2e). There is also occasional
binding of a Na+ ion with Glu141, with a max-
imum occupancy of about 9% (Figure 2a and
2e). The introduction of NBFIX significantly
weakened the interactions between Cl– and
Arg137 and between Na+ and Glu141, with
the highest occupancy below 10% for either
ion binding in the entire simulation pH range
(Figure 2e). At the same time, the salt-bridge
interaction between Glu141 and Arg137 is
nearly abolished (Figure 2c), resulting in the
increased solvent accessibility of Glu141 (Fig-
ure 2d). Comparing the pK a of Glu141 based
on ff14SBfix and ff14SB, the 0.2-unit upshift
can be attributed to the weakened salt bridge
(Supplementary Table S1).

In the case of Glu161, the ff19SB simula-
tions showed significant occupancies of chlo-
ride binding to Arg160 in the entire simula-
tion pH range, which were abolished in the
ff14sbfix simulations (Figure 3f). At the same
time, the salt-bridge interactions of Glu141
with Lys165 and Arg160 were also disrupted
(Figure 3d), while the solvent accessibility
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was slightly increased (by half of a water, Fig-
ure 3e). We suggest that the abolishment of
the salt-bridge interactions is the major rea-
son for the 0.4-unit reduction in the pK a down-
shift for Glu161 in the ff14sbfix as compared to
the ff14SB simulations (Supplementary Table
S1).

The exaggerated pK a downshift of Asp162
is reduced by the ff19SB relative to the
ff14SB force field. As to Asp162, the
ff19SB and ff14SBfix simulations showed no
ion binding or salt bridge formation. This ex-
plains why the calculated pK a’s based on the
ff14SBfix and ff14SB force fields are nearly
identical. However, they are respectively 1.6
and 1.7 units lower than the value from the
ff19SB simulations (Table 1 and Supplemen-
tary Table S1). The lower pK a may be at-
tributed to the stronger h-bond interaction with
the hydroxyl group of Thr152, which stabilizes
the deprotonated state of Asp162 (Figure 4c).
Consequently, the pH profile of the h-bond
occupancy is shifted to a lower pH range, co-
inciding with the pH range of the aspartic acid
deprotonation (Figure 4b).

NBFIX removes chloride binding with
His166 and backbone h-bonding may be
overstabilized by ff14SB. In the ff19SB
simulations, a chloride ion occasionally binds
His166 (mostly at the imidazole Nδ), with an
occupancy increasing from about 5% above
pH 4 to over 15% below pH 2 (Supplementary
Figure S5). The pH dependence of ion bind-
ing is inversely correlated with the histidine
deprotonation, which is consistent with the
electrostatic attraction between the positively
charged histidine and Cl– at low pH. The
ff14SBfix simulations abolished ion binding
(Figure 5f), and increased the pK a of His166
by 0.2 units relative to the ff14SB simulations
(Supplementary Table S1). Interestingly, the
pK a based on ff19SB is 0.3 units higher than
ff14SBfix (Table 1). This may be attributed to
the increased solvent accessibility, particu-
larly below pH 4 where the number of water
is 5 in the ff19SB as compared to 2 in the

ff14SBfix simulations; this increased solva-
tion stabilizes the charged state of histidine
resulting in a higher pK aḞurthermore, the
h-bonding interaction between His166 (ex-
clusive to Nδ) and the backbone carbonyl of
Asp162 is negligible in the ff19SB simulations,
whereas its occupancy increases with pH to
nearly 30% at pH 8 in the ff14SBfix simula-
tions (Figure 5e). It is conceivable that the
increased solvent exposure is due to the dis-
ruption of the sidechain-to-backbone h-bond.

Concluding Discussion

In this work, we investigated the force field de-
pendence of the all-atom PME CpHMD simu-
lations using the pK a calculations for a mini-
protein which contains downshifted pK a’s of
several carboxylic acids and one histidine.
The CHARMM c22 and Amber ff19SB and
ff14SB force fields were considered. Our
data showed that the ff19SB and ff14SB force
fields overestimate the pK a downshifts of
Glu141 and Glu161 involved in salt-bridge in-
teractions and the pK a downshift of the buried
His166. These trends are consistent with the
c22 force field but the overestimation by the
ff19SB and ff14SB force fields is to a greater
extent.

The pK a data and pH-dependent conforma-
tional analysis suggest that the salt-bridge in-
teractions involving Glu may be overly sta-
bilized, which is a known deficiency of pro-
tein force fields.23,26,45,54 Application of the
NBFIX corrections that significantly weaken
ion binding and salt-bridge interactions in the
ff14SB simulations43–45 demonstrated small
upshifts of the calculated pK a’s; however, the
reduction in the pK a downshift remains in-
sufficient. This is a topic that deserves fur-
ther investigation in the future. Compared to
the all-atom simulations, the pK a’s of Glu141
and Glu145 from the GBNeck2 simulations
are much closer to experiment, although the
pK a downshifts remain slightly overestimated.
This improvement may be in part explained
by the larger Lys+–Glu– and Arg+–Glu– salt-
bridge distances due to the difference in the
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geometry between GB and TIP3P.53

The overestimation of the pK a downshift
of His166 from the ff19SB and ff14SB sim-
ulations can be explained by the underesti-
mated hydration free energy of the neutral his-
tidine25 by the ff14SB force field and TIP3P
or OPC355 (similar to OPC37) water model,
which suggests that the desolvation free en-
ergy of a buried histidine is too large. In-
terestingly, the pK a of His166 is improved
based on ff19SB relative to ff14SB, which may
be attributed to the weakened intramolecu-
lar h-bonding and increased solvent acces-
sibility (stronger solute-water interactions) in
the OPC water.37 Compared to the Amber
force fields, the hydration free energy of the
neutral histidine based on the c22 force field
and TIP3P model is closer to experiment, al-
though that of the Hid tautomer is also under-
estimated.56 The difference in the hydration
free energies between the ff14SB and c22
force fields explains why the pK a of His166 is
shifted lower based on the ff19SB or ff14SB
relative to the c22 simulations. In stark con-
trast to the all-atom CpHMD simulations, the
pK a of His166 is somewhat overestimated in
the GBNeck2 simulations, which may be due
to the increased solvent exposure as a result
of larger conformational fluctuation in the GB-
Neck2 solvent.57

The largest improvement between the
ff19SB and ff14SB calculated pK a’s is for
Asp162. While ff19SB gives a pK a in agree-
ment with experiment, the ff14SB or ff14SBfix

overestimates the pK a downshift by 1.5 or 1.6
units. Similar to His166, the h-bond involving
Asp162 is weakened in the ff19SB simula-
tions, which may be attributed to solute-water
interactions in the OPC water37

Taken together, this study confirms that the
accuracy of pK a calculations using constant
pH simulations is dependent on the underly-
ing protein force field and water model. Given
sufficient sampling, for example, in the case
of the mini-protein BBL, deviations between
the calculated and experimental pK a’s are
largely reflective of the limitations of the force
fields/water models. Salt-bridge overstabi-
lization and underestimation of the histidine

neutral state hydration are two common de-
ficiencies of the ff19SB, ff14SB and c22 force
fields (combined with their respective water
models), although the magnitude of such er-
rors appears to be larger for the ff19SB or
ff14SB force fields. The BBL data also con-
firms that ff19SB with OPC is more accurate
than ff14SB with TIP3P in terms of the bal-
ance between intramolecular and intermolec-
ular protein-water interactions. Our work rep-
resents an initial effort to understand the force
field limitations with the goal of improving the
accuracy of all-atom PME CpHMD simula-
tions.

Methods and Protocols

Unless otherwise noted, the simulations were
performed using the all-atom particle-mesh
(PME) CpHMD implementation28 in Am-
ber24.40

Preparation of the protein system. The
coordinates of BBL were retrieved from the
Protein Data Bank (PDB) entry 1W4H.46 The
first NMR model was used. Following our
previous protocol,58 the positions of hydro-
gens were built using the HBUILD command
in the CHARMM program,39 and a custom
CHARMM script was used to add dummy
hydrogens to the syn positions of carboxy-
late oxygens on all Asp and Glu sidechains.
Next, the CHARMM coordinate file was con-
verted to the Amber format. The protein was
solvated in a truncated octaheral water box
with a minimum of 15 Å between the protein
heavy atoms and the water oxygens at the box
edges. To neutralize the simulation box at pH
7.5 and reach an ionic strength of 150 mM, 18
Na+ and 19 Cl– were added.

Minimization, heating, and equilibration of
the protein. The pmemd.cuda engine of
the Amber2024 program40 was used for sim-
ulations. First, the protein system under-
went 10,000 steps of energy minimization us-
ing the steepest descent (1000 steps) and
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conjugate gradient (9000 steps) algorithms,
whereby the protein heavy atoms were har-
monically restrained with a force constant of
100 kcal·mol−1·Å−2. Next, the PME-CpHMD
module28 was turned on and the restrained
system was heated from 100 to 300 K over
1 ns at pH 7.5 with a 1 fs timestep in the NVT
ensemble. Finally, a two-stage equilibration
was performed in the NPT ensemble. In the
first stage, the PME-CpHMD simulation was
performed at pH 7.5 with a 1-fs time step.
A harmonic restraint was placed on heavy
atoms, and it was reduced from 100 in the
first 1 ns to 10 kcal·mol−1·Å−2 in the second
1 ns. In the second stage, 16 pH replicas
were placed with increments of 0.5 units in
the pH range 1.0–8.5 and simulated indepen-
dently for 2 ns, employing a 2 fs timestep and
harmonic restraints on the backbone heavy
atoms. Here the restraints were gradually re-
duced in four 500-ps steps, from 10 to 5, 2.5,
and 0 kcal·mol−1·Å−2.

Production pH replica-exchange CpHMD
simulations. In the production run, the
asynchronous pH replica-exchange (REX)
protocol59 was turned on using the same
16 pH replicas as in the equilibration stage.
The exchange between adjacent pH was at-
tempted every 1000 MD steps (2 ps) accord-
ing to the Metropolis criterion.8 The REX sim-
ulations were run for 32 ns per replica, with
the aggregate simulation time of 512 ns. The
pK a’s for all residues were converged (Sup-
plementary Figure S1–S4). The first 10 ns
per replica was discarded in the conforma-
tional analysis and pK a calculations.

MD protocol. The SHAKE algorithm was
employed to constrain the bonds involving hy-
drogens whenever a 2-fs step was used. The
production runs were performed in the NPT
ensemble, where the temperature was main-
tained at 300 K using the Langevin thermostat
with a collision of 1.0 ps−1, and the pressure
was maintained at 1 atm using the Berend-
sen barostat with a relaxation time of 1 ps.
The PME method was used to calculate long-

range electrostatics with a real-space cutoff
of 12 Å and a 1-Å grid spacing in the re-
ciprocal space calculation. Consistent with
the our previous titration simulations with the
c22 force field,28 Lennard-Jones energies and
forces were smoothly switched off over the
range of 10 to 12 Å.

Model pK a values and pK a calculations.
The model titration parameters for ff19SB
and ff14SB simulations of Asp, Glu, and His
were taken from the previous work.28 The val-
idation simulations28 were conducted using
titration simulations of penta-peptides ACE-
AlaAlaXAlaAla-NH2 (X = Asp, Glu, or His) at
independent pH conditions with an interval of
0.5 pH in the pH range 2–5.5 for Asp, 2.5–6 for
Glu, and 4–8 for His. The simulations lasted
20 ns at each pH. For ff19SB, the calculated
pK a’s based on bootstrap from the deproto-
nated fractions at different pH are 3.32±0.07,
3.92±0.05, and 6.48±0.06 for Asp, Glu, and
His, respectively28 . For ff14SB, the calcu-
lated pK a’s are 3.51±0.11, 4.07±0.07, and
6.71±0.10 for Asp, Glu, and His, respec-
tively.28 Given the deviations from the tar-
get NMR derived pK a’s60 of 3.67, 4.25, and
6.54 for Asp, Glu, and His penta-peptides, we
made the following corrections to the protein
pK a’s. For ff19SB simulations, the corrections
were 0.35 for Asp, 0.33 for Glu, and 0.06 for
His. For ff14SB simulations, the corrections
were 0.3 for Asp and Glu is 0.0. Note, simula-
tions of Asp and Glu penta-peptides with the
NBFIX corrections gave no different pK a’s as
those from the ff14SB simulations.

We previously showed that protein pK a’s
derived from the PME-CpHMD simulations
are affected by the simulation box size, and
the finite-size effect decreases with increas-
ing number of water, becoming negligible with
large water boxes.28 Since the current simu-
lations employed a very large water box (15
Å cushion between protein and box edges),
the calculated finite-size16,28 corrections were
small (no larger than 0.1 unit). As such, no
finite-size corrections were made to the cal-
culated pK a’s.
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Force field parameters and CpHMD spe-
cific changes. The peptides and proteins
were represented by the Amber ff19SB34 or
ff14SB33 protein force field, with the respec-
tive OPC37 or TIP3P50 model for representing
water. The ion parameters were taken Ref.49

For the simulations with ff14SB, the NBFIX
corrections developed by Yoo and Aksimen-
tiev (CUFIX) were applied to the atom pair
specific Lennard-Jones parameters to desta-
bilize the attractive interactions between Na+

and carboxylate (Asp– or Glu– ),43 between
amine (Lys+) or guanidinium (Arg+) and car-
boxylate (Asp– or Glu– ).44,45 The all-atom
PME CpHMD implementations in Amber in-
clude two force field modifications common to
constant pH methods.2,13,28 First, to allow the
single reference concept in constant pH simu-
lations, the partial charges on the backbone
are fixed to the values of a single protona-
tion state (Asp– /Glu– and Hid/Hie), and the
residual charge (ranging from 0.10 to 0.14 e
for Asp, Glu and His) is absorbed onto the C-
β atom for titration dynamics.13 Second, the
rotation barrier around the carboxylate C-O
bond is increased to 6 kcal/mol to prevent the
dummy proton from rotating from the syn (ini-
tial position in the set up) to the anti position,
in which case the proton would lose the ability
to titrate.2,13

Data Availability

Parameter and simulation input files are
freely available on github.com/JanaShenLab/

CpHMD_ff_comparison.
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