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a b s t r a c t

Biosanitary experts around the world are directing their efforts towards the study of COVID-19. This
effort generates a large volume of scientific publications at a speed that makes the effective acquisition
of new knowledge difficult. Therefore, Information Systems are needed to assist biosanitary experts in
accessing, consulting and analyzing these publications. In this work we develop a study of the variables
involved in the development of a Question Answering system that receives a set of questions asked
by experts about the disease COVID-19 and its causal virus SARS-CoV-2, and provides a ranked list of
expert-level answers to each question. In particular, we address the interrelation of the Information
Retrieval and the Answer Extraction steps. We found that a recall based document retrieval that leaves
to a neural answer extraction module the scanning of the whole documents to find the best answer
is a better strategy than relying in a precise passage retrieval before extracting the answer span.

© 2021 Published by Elsevier B.V.
1. Introduction

Many bio-sanitary researchers around the world are directing
heir efforts towards the study of COVID-19. This effort generates
large volume of scientific publications and at a speed that makes
he effective acquisition of new knowledge difficult. Information
ystems are needed to assist bio-sanitary experts in accessing,
onsulting and analyzing these publications.
The ultimate goal of this research is to develop a system that

eceives a set of questions asked by experts about the disease
OVID-19 and its causal virus SARS-CoV-2, and returns a ranked
ist of expert-level answers to each question, extracted from sci-
ntific literature as collected in the CORD-19 document collection
bout COVID-19 [1].
Given the size of the document collection (over 400,000 arti-

les), it is customary that, for each given question, to first apply
nformation Retrieval (IR) to retrieve the most relevant contexts
documents or passages), and then extract the answer from those
ontexts using a neural Question Answering (QA) system.1

∗ Corresponding author.
E-mail addresses: arantza.otegi@ehu.eus (A. Otegi),

.sanvicenteg@elhuyar.eus (I. San Vicente), x.saralegi@elhuyar.eus (X. Saralegi),
nselmo@lsi.uned.es (A. Peñas), blozano@lsi.uned.es (B. Lozano),
.agirre@ehu.eus (E. Agirre).
1 This QA architecture has been named recently as retriever–reader. In this
ork we will refer indistinctly the reader as Answer Extraction step since the
ask is to identify inside a context the span that gives answer to the question.
ttps://doi.org/10.1016/j.knosys.2021.108072
950-7051/© 2021 Published by Elsevier B.V.
In the COVID-19 domain, answers are long and they have
multiple dimensions (nuggets) that must be returned to provide
a complete correct answer. Ours is a general scenario where the
different nuggets of relevant information can come from different
documents and, therefore, the system must avoid to return irrel-
evant or repeated information. Solving this task requires a three
step architecture. First an initial retrieval of contexts (documents
or passages) where the candidate nuggets may appear. Second,
the selection of text spans out of these contexts containing the
relevant nuggets. And third, the ranking of these text spans. The
evaluation measures will evaluate the quality of this ranking pro-
moting relevant information and avoiding irrelevant or repeated
nuggets.

Table 1 shows an example of the task. In this example, the
system has returned four different contexts. These contexts can
come from the same or different documents. Then, for each
context, the system has selected the text spans (marked in bold
face) that will be evaluated against the list of expected rele-
vant nuggets. In general, the system will consider not only four
contexts, but hundreds or thousands so, after this process, the
system must provide the best possible ranking of all text spans
coming from all different retrieved contexts. The evaluation of
this ranking will consider the coverage of the expected nuggets.

This three-step architecture raises several research questions:

1. Related to the system architecture, which is the best strat-
egy: a system relying on a precise passage retrieval before

https://doi.org/10.1016/j.knosys.2021.108072
http://www.elsevier.com/locate/knosys
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2021.108072&domain=pdf
mailto:arantza.otegi@ehu.eus
mailto:i.sanvicenteg@elhuyar.eus
mailto:x.saralegi@elhuyar.eus
mailto:anselmo@lsi.uned.es
mailto:blozano@lsi.uned.es
mailto:e.agirre@ehu.eus
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A. Otegi, I. San Vicente, X. Saralegi et al. Knowledge-Based Systems 240 (2022) 108072

T
S

able 1
ample of question and answers in COVID-19 domain.
Question What is the origin of COVID 19?

Expected nuggets ’spillover’, ’positive selection pressure’, ’the species barrier’, ’potential mutations’, ’genetic recombination’, ’animal-to-human
transmission’, ’bat reservoirs’, ’Codon usage bias’, ’ancestral haplotypes’, ’bat coronavirus genome’, ’zoonotic origin’, ’seafood
wholesale market in Wuhan’, ’evolutionary constraints’, ’pangolins’, ’interspecies transmission’, ’betacoronaviruses’, ’viral fitness’,
’molecular evolution’, ’Chinese province of Hubei’, ’Mammal species’, ’Bats’, ’virus adapation’, ’species of origin’, ’emergence’

Retrieved contexts
and text spans

1 It is improbable that SARS-CoV-2 emerged through laboratory manipulation of a related SARS-CoV-like coronavirus. As noted
above, the RBD of SARS-CoV-2 is optimized for binding to human ACE2 with an efficient solution different from those
previously predicted.

2 Furthermore, if genetic manipulation had been performed, one of the several reverse-genetic systems available for
betacoronaviruses would probably have been used.

3 However, the genetic data irrefutably show that SARS-CoV-2 is not derived from any previously used virus backbone.
4 Instead, we propose two scenarios that can plausibly explain the origin of SARS-CoV-2: (i) natural selection in an animal

host before zoonotic transfer; and (ii) natural selection in humans following zoonotic transfer.
extracting the answer span or a recall based document
retrieval leaving to the Answer Extraction module the scan-
ning of documents to evaluate the passages and find the
best answer?

2. Related to the IR step, which is the best way to compose
a query? How can the IR module be tuned for the COVID
domain? Given that the retrieval is a previous step for
Answer Extraction, must it be optimized for ranking quality
based on Normalized Discounted Cumulative Gain (NDCG)
or recall? Since the Answer Extraction module considers
paragraph-size contexts, is indexing at passage level better
than indexing at document level?

3. Related to the Answer Extraction step, how can the QA
module be tuned for the COVID domain and specially to
the type of long answers that the task requires? How to
produce the final ranking of answers considering both IR
and QA scores?

To answer these questions we have conducted a series of ex-
periments taking advantage of the Epidemic Question Answering
(EPIC-QA) dataset.2

The main contribution of this work is the experimentation that
gives answers to the above research questions and the proposal
of a system architecture following those answers that returns
a ranked list of expert-level answers to questions related to
COVID-19.

2. Previous work

Open-domain QA aims to answer questions by finding answers
in a large collection of documents [2]. Early approaches to solve
this problem consisted in elaborated systems with multiple com-
ponents [3,4]. Recent advances follow a two-step pipeline, the
retriever–reader [5]. The retriever first extracts a small subset of
contexts from a large collection. This component is most com-
monly approached using an ad-hoc IR engine, but over the past
years, alternative neural architectures have been proposed [6–
12]. Among the proposed approaches, those based on pre-trained
language models stand out, such as [11,12], as they offer a signif-
icant improvement over classic term-matching based IR systems.
Those approaches use the neural model to rerank an initial rank-
ing generated by a classical IR model based on term-matching
techniques. [11] propose a neural reranker based on BERT Large
to address the task of passage retrieval. Specifically, they fine-
tune the BERT Large model for the task of binary classification,
adding a single layer neural network fed by the [CLS] vector for

2 https://bionlp.nlm.nih.gov/epic_qa/.
2

the purpose of obtaining the probability of the passage being rel-
evant. These probabilities are then used to rank the final relevant
passages. [12] adopt a similar strategy to address the document
retrieval task. Because documents exceed the maximum length
of BERT’s input, they divide the documents into sentences, and
add their scores. A known issue of such neural architectures is
that they require a large number of query relevances (qrels) for
training, but their manual generation is very expensive. Some
authors [11,12] use qrel data oriented to passage retrieval such
as MS-Marco [13] and TREC-CAR [14]. Another alternative is to
generate relevance judgments automatically. [15], for example,
propose to train neural models for ranking using pseudo-qrels
generated by unsupervised models like BM25. The TREC-CAR
dataset [14] itself is automatically generated from the structure
(article, section and paragraph) of the Wikipedia articles. [16]
generate pseudo-qrels from a news collection, using the titles as
pseudo-queries and their content as relevant text.

The second component of the pipeline, the reader (or Answer
Extraction module), scans each context thoughtfully in search
for a span that contains the answer to the question. [5] en-
code the retrieved contexts and the questions using different
recurrent neural networks. For each question-context pair, two
distributions over the contexts tokens are computed using bi-
linear terms, one for the start of the span and the other for the
end. The final answer maximizes the probability of the start and
end tokens. With the advent of transformers and pre-trained lan-
guage models many systems adopted them as their reader [17].
These systems, although effective at extracting correct answers
from a context, process each question-context pair as indepen-
dent of each other. To improve on this issue [18] normalizes
the probabilities of the span start and end for all tokens in all
contexts whereas [19] adds another distribution over the [CLS]
token representation of all contexts. Other approaches substitute
the reader by an answer reranking module [11,20] where the
retrieved passages are divided into plausible sentences which are
used as the span of the answer. These sentences are then further
reranked by a cross-encoder.

Recently some authors proposed generative models that gen-
erate the answer instead of extracting it [21]. Although competi-
tive in some benchmarks, large generative models are expensive
to train and make inferences on. To tackle this problem [22]
combine evidence from the retrieved passages to generate the
answer. Note also that some systems use symbolic knowledge
to complement the background knowledge in pre-trained trans-
formers [23,24]. The symbolic knowledge has been shown to be
useful in tasks such as OK-VQA [25] where the answer is not
contained in the target document, and background knowledge is
needed in order to be able to answer.

https://bionlp.nlm.nih.gov/epic_qa/
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One crucial part of the pipeline is the granularity of the pas-
sages that the retriever extracts for the reader to scan. Early
works studied the downstream effect of this parameter in the
retriever with [26] suggesting full documents might lead to better
QA performance whereas [27] conclude that small passages with
high coverage allow a smaller search space for the QA system
to find the correct answer. Most recent work is inconclusive
about which type of textual length (full documents [5], natural
passages [28] or sentences [29]) works best.

With the rise of the COVID-19 Pandemic the value of open-
domain QA systems increased as the academic literature about
the virus became unmanageable. Many systems, like ‘‘CORD-19
Search’’ by Vespa3, ‘‘@Cord-19 Search’’ by AWS4 [30], ‘‘COVID-
19 Research Explorer’’ by Google5 [31] or ‘‘Covidex’’ by Waterloo
University and New York University6 [32] arose during the first
months of the pandemic. Albeit useful in aiding scientific search
of COVID-19 literature they all lacked proper domain evaluation,
which is usually performed by comparing the correct span of
text with the predicted one using a set metric like F1 or an
Exact Match [33]. This evaluation is well suited for short and
factoid answers but fails to capture complex responses to diverse
information needs within the same question. Previous evaluation
scenarios introduced the concept of nugget (as atomic informa-
tion pieces to be recovered) and differentiated between ‘‘vital’’
nuggets and ‘‘non-vital’’ nuggets [34].

In order to check our research questions we take advantage
of a recent evaluation proposal (EPIC-QA) [35] which includes
the search of relevant documents and the extraction of the an-
swer from those documents. Note that there are other evaluation
datasets for QA about COVID-19 [36,37], but they provide the
target document containing the answer, and as such, are not
useful to answer our research questions. EPIC-QA is relevant for
complex QA scenarios that combines ranking metrics such as
NDCG with nuggets to provide a new evaluation metric called
Normalized Discount Novelty Score (NDNS, discussed later).

The best performing systems in EPIC-QA are based on a two-
stage pipeline which includes a retriever and an answer extrac-
tion module. [38] return full sentences as answers, and thus
they use two reranker language models for scoring the sentences,
returning the top sentence as answer. [39] also return sentences,
using the ROUGE score to filter sentences in their ranked set. [40]
use BERT-based to rerank and a generative transformer for filter-
ing. All these systems retrieve paragraphs instead of documents,
and do not explore one of our research question: why to retrieve
paragraphs instead of documents, which allows the reader to scan
larger contexts?

While convolutional and recurrent neural networks have been
used in the past [41,42], the current state-of-the-art relies heav-
ily on transformer neural networks [43] which are often pre-
trained using different variants of language model losses [17,44].
Transformers have been applied to natural language process-
ing discriminative classifiers, but recent trends have also used
generative models with success [21,45]. Pre-trained models are
based on large quantities of text, and some models have ex-
plored hybrid architectures which tap the semantic information
in knowledge graphs [46]. Current neural models for QA demand
large amounts of training data. There are some attempts to gen-
eralize the learning from fewer data points. For example, [47]
explore the extension of existing capsule networks into a new
framework with advantages concerning scalability, reliability and
generalizability, showing promising results in QA. In this work we
have focused on the use of pre-trained discriminative transformer
models [17].

3 https://cord19.vespa.ai/.
4 https://cord19.aws/.
5 https://covid19-research-explorer.appspot.com/.
6 https://covidex.ai/.
3

3. Architecture overview and research questions

The proposed system has an architecture with three steps:
context retrieval (documents or passages); context scanning for
answer extraction; and ranking of answers. Each of these steps
requires some experimentation before we can conclude about the
best way to adapt them to the COVID-19 domain, as set out in the
introduction.

3.1. Context retrieval

Our IR module follows two main steps, preliminary retrieval
and reranking. Before indexing the collection, a keyword-based
filter is applied to select only COVID related documents, since
CORD-19 also includes papers focused on other coronaviruses.
Keywords are different variants of the ‘‘COVID-19’’ term, which
are used to filter out up to 37.5% of the documents. Previous
experiments done for the TREC-COVID challenge [48] showed
the effectiveness of this filtering for improving the retrieval (see
Section 4.1).

Related to retrieval, there is a research question about which
strategy is best, a fine-grained passage retrieval before extracting
the answer span, or a document based retrieval leaving to the
Answer Extraction module the scanning of full documents to
evaluate the passages and find the best answer. For this reason,
we will conduct our experiments on the whole architecture for
both options, and see which is the most appropriate at the end.

Regarding preliminary retrieval, we obtain an initial ranking
for the query from the collection of full texts of the scientific ar-
ticles. We use a language modeling based IR approach [49] includ-
ing Pseudo Relevance Feedback (PRF). For that purpose, we used
the Indri search engine [50], which combines Bayesian networks
with language models. The query and documents are tokenized
and stemmed using Krovetz stemmer [51], and stopwords are
removed.

The adaptation of this system to the COVID-19 domain re-
quires some experimentation that will be addressed in Sec-
tion 5.1. First, the EPIC-QA questions have three fields (keywords
based query, natural language question and narrative or back-
ground). Thus, there is a question about how we should construct
the query to best exploit the information contained in those
fields.

Second, there is a question about the number of contexts (pas-
sages or documents) to retrieve before feeding the QA module.
That is, find the balance between the recall of the retrieval and
the noise that the QA module can manage.

Regarding reranking, the preliminary ranking obtained in the
previous step is reranked using a BERT-based relevance classifier,
following a strategy similar to the one proposed by [11]. For each
candidate document given by the preliminary ranking, its abstract
and the corresponding query are processed through a BERT-based
relevance classifier, which returns a probability of an abstract to
be relevant with respect to the given query. Section 5.1.2 gives
further details on the experimentation done on this regard.

3.2. Context scanning and answer extraction

The answer extraction module is based on neural network
techniques. More specifically, we have used the SciBERT language
representation model, which is a pre-trained language model
based on BERT, but trained on a large corpus of scientific text,
including text from the biomedical domain [52]. SciBERT was
selected for this module over other language models adapted
to the biomedical domain (e.g. BioBERT [53], Clinical BERT [54])
based on the results obtained in initial experiments for EPIC-QA
participation.

https://cord19.vespa.ai/
https://cord19.aws/
https://covid19-research-explorer.appspot.com/
https://covidex.ai/
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We fined-tuned SciBERT for QA using SQuAD2.0 [33], which is
a reading comprehension dataset widely used in the QA research
community. Following the usual answer extraction method [33]
we used this fined-tuned SciBERT model as a pointer network,
which selects an answer start and end index given a question
and a context. According to the EPIC-QA guidelines, the answers
returned by the QA system must be a sentence or several con-
tiguous sentences. In our case, we select those sentences which
contain the answer span delimited by the start and end indexes
given by the neural network.

In case the input contexts exceed the maximum input se-
quence length (e.g. when working with full documents) we follow
the sliding window approach where the documents are split into
overlapping passages. For the maximum sequence length, stride
parameters and other parameters we used the default values
of [55].

After scanning the whole context (passage or document de-
pending on the strategy), we keep the most probable answers to
the question for each. So at this step, there are several research
questions we must address to adapt the system to the COVID-19
domain as follows.

First, about the best dataset to fine-tune the SciBERT model
for the target task. SQuAD 2.0 aims at relatively short factoid
questions, while in this dataset, questions are complex and an-
swers are expected to be longer. Therefore, we need to assess our
hypothesis that using QuAC [56] in addition to SQuAD 2.0 when
fine-tuning SciBERT will improve system results, as QuAC is a
conversational QA dataset containing a higher rate of non-factoid
questions than SQuAD.

Second, we need to determine both the appropriate number
of relevant contexts that will be scanned by the answer extrac-
tion module, and, the number of candidate answers that will
be extracted from each context. The idea is to find a balance
between different answers that come from different documents
and those that are in a single document, without introducing to
much noise when producing the final ranking of the answers per
each question.

Third, we have to find out whether we will consider each
context corresponding to the same question as independent from
each other when normalizing the scores of the answers extracted
from them. Considering contexts independently could originate
incomparable answer scores if these answers come from different
contexts. Thus we will explore if normalizing globally the scores
across all relevant contexts for each question is helpful or not.

Finally, the last question to address is which will be the exact
question given as an input to the answer extraction module. Each
topic of the EPIC-QA dataset provides three different fields as it
will be described in Section 4.1. We need to figure out if using the
text provided in the question field, which is how humans post
a question using natural language, is enough to get the correct
answers, or if some other piece of information provided in other
fields is needed (for example, the more elaborated information
provided in background field).

The first three questions will be addressed in Section 5.2.1
by an extensive hyperparameter exploration, whereas the last
question will be answered once all other hyperparameters are
fixed in Section 5.2.3.

3.3. Ranking of answers

At this point, each answer comes with two relevance evi-
dences: the context retrieval score, and the score given by the
answer extraction from the context. Therefore, we need to study
which is the best way to combine both evidences and produce
the final ranking of answers. We will focus on this issue together
with other questions formulated in the previous section in the
hyperparameter exploration carried out in Section 5.2.1.
4

4. Evaluation setting

To the best of our knowledge, there is only one dataset aimed
at the evaluation of complete QA systems related to COVID-19:
EPIC-QA. In this section we describe this dataset together with
the evaluation measures used for our study.

4.1. Datasets

CORD-19[1] is a resource of over 400,000 scholarly articles,
including over 150,000 with full text, about COVID-19, SARS-
CoV-2, and related coronaviruses. The CORD-19 dataset repre-
sents the most extensive machine-readable coronavirus literature
collection. It is used extensively for research, including interna-
tional shared tasks in the IR and QA fields, such as the CORD-19
Challenge at Kaggle,7 TREC-COVID [57] or EPIC-QA.8

EPIC-QA track aims to develop systems capable of automat-
ically answering ad-hoc questions about COVID-19. EPIC-QA in-
volves two tasks, Expert QA and Consumer QA. Experiments in
this work are conducted with the data related to the Expert QA
task, aimed to answer questions posed by experts.

The questions have three fields: a keyword-based query, a
natural language question, and a narrative or background. They
are evaluated through the use of nuggets, a set of atomic ‘‘facts’’
that answer the question. Two datasets were compiled for the
task:

The Preliminary Round dataset uses a snapshot of CORD-
19 from June 19, 2020, and it includes 45 expert level questions
used in the 4th round of the TREC-COVID IR shared task. EPIC-QA
organizers annotated human-generated answers and sentence-
level answer annotations (judgments for short) for 21 of those
questions as evaluation set in the preliminary round. All devel-
opment experiments in this work (see Section 5) are carried out
using this dataset.

The Primary Round dataset is compiled using a snapshot of
CORD-19 from October 22, 2020, and it includes 30 expert level
questions and their respective relevance judgments. We use this
dataset to evaluate our final systems in Section 6.

In addition to EPIC-QA datasets, the CORD-19 version used in
the final round of the TREC-COVID shared task9 and the associ-
ted document level relevance judgments are used to fine-tune
he reranker module of the IR engine responsible for the prelim-
nary retrieval. See Section 5.1.2 for details. The dataset contains
92 K scientific articles, and relevance judgments for 50 topics.

.2. IR evaluation

In order to evaluate our IR systems two well known evaluation
easures were selected, both used also in the TREC-COVID [57]
hared task, specifically NDCG and recall at different cutoffs of the
anking.

NDCG is a measure of ranking quality widely used to evaluate
earch engine results. Roughly, it takes into account both the
rder of the results (more relevant results should be on top,
f not NDCG penalizes those results) and also different lengths
f result rankings. For us, it gives a measure of how good is
he ranking of document/passages we provided to the answer
xtraction module. The higher the NDCG, the less noise should

7 https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-
hallenge.
8 https://bionlp.nlm.nih.gov/epic_qa/.
9 Release of July 16, 2020.
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Table 2
IR Results on epic-qa-dev regarding the fields used as a query: (i) query; (ii) query+question: query and question concatenated; and (iii) w(qry+qs)+(1 −

w)backg: complex query built concatenating query and question fields, and combining linearly the concatenation with the background field.
(a) IR Results on epic-qa-dev for passage retrieval over 5000 element rankings with different query building strategies.

Query building NDCG R@500 R@1K R@2K R@3K R@4K R@5K

query 0.2977 0.2864 0.3766 0.4606 0.5397 0.5689 0.5918
query+question 0.3832 0.3906 0.4898 0.5848 0.6599 0.7101 0.7346
0.5 ·(qry+qs) + 0.5 ·backg 0.3901 0.3979 0.5126 0.6099 0.6795 0.7154 0.7604

(b) IR Results on epic-qa-dev for document retrieval over 5000 element rankings with different query building strategies.

Query building NDCG R@500 R@1K R@2K R@3K R@4K R@5K

query 0.4758 0.5548 0.6518 0.6951 0.7308 0.7494 0.7602
query+question 0.5555 0.6478 0.7492 0.8102 0.8382 0.8566 0.8606
0.7 ·(qry+qs) + 0.3 ·backg 0.5613 0.6636 0.7575 0.8222 0.8437 0.8589 0.8625
u

N

the answer extraction module handle. It is computed as follows
for a ranking of p elements:

DCGp =
DCGp

IDCGp

where DCG is DCGp =

p∑
i=1

reli
log2(i + 1)

eing reli the relevance value of the ith element in the ranking,

and IDCG is the DCG that an ideal ranking would have at

position p

(1)

Recall is the fraction of the documents that are relevant to the
uery (TP+FN) that are successfully retrieved (TP). We compute
ecall at various cutoffs, for both passage and document retrieval.
ecall gives a measure of how many good candidates the IR
ngine retrieves and hands to the answer extraction module re-
ardless of the rank. The higher the recall, the higher the number
f good results the answer extraction module can retrieve. Recall
s computed as follows:

ecall =
TP

TP + FN
here TP = True Positives and FN = True negatives.

(2)

.3. Scenarios and evaluation measures for the complete system

The main evaluation metric is NDNS, which was provided in
he EPIC-QA track, and is a modified version of NDCG, where
elevance is given by a set of gold nuggets that the answer should
ontain. Given a list of ranked answers for a question the Novelty
core (NS) measures the relevant information (as given in the gold
uggets) not yet seen in previous answers higher in the ranked
ist, as follows:

S(a) =
na · (na + 1)

na + fa
(3)

where na is the number of novel nuggets of answer a and fa is the
entence factor which weights the score based on the number of
entences in a. Three different variants of NDNS are considered
based on how this factor is computed:

• Exact: Answers should express novel nuggets in as few sen-
tences as possible. This scenario is more suited to evaluate
systems where brevity is a priority, like a chat bot which can
only give one answer. The sentence factor is the number of
sentences (nsentences) in the answer:

fa = nsentences = nnon-relevant + nredundant + nnovel (4)

where nnon−relevant is the number of sentences with no
nuggets, nredundant is the number of sentences that con-
tain previously seen nuggets and nnovel is the number of
sentences with novel nuggets.
5

• Relaxed: Length does not penalize answers as long as every
sentence contains novel nuggets. This variant of the NDNS
metric rewards systems where brevity is not a requirement
but non-redundancy is.

fa = nnon-relevant + nredundant + min(nnovel, 1) (5)

• Partial: Redundant information is not penalized which
makes this metric well suited for systems solving tasks like
a state of the art research about a topic where some overlap
in the relevant answers is expected.

fa = nnon-relevant + min(nnovel, 1) (6)

The final metric is computed as the cumulative NS of answers
p to rank k = 1000:

DNS(a) =
1

NDNSideal
·

k∑
r=1

NS(ar )
log2(r + 1)

(7)

where NDNSideal is the optimal ranking of answers that could have
been found in the document collection for the given question,
computed using a beam-search with a width of 10 over the
annotated sentences.

5. Experimentation

5.1. Information retrieval

As mentioned in Section 3.1 our IR module follows a two step
approach [58]: preliminary retrieval and re-reranking.

With respect to the evaluation of the IR module, the gold-
standard associated with the EPIC-QA dataset contains nuggets
annotated at sentence level. In order to evaluate the IR systems
at passage and document level, we have created qrels at these
two levels, annotating as relevant passages or documents those
that contain at least one relevant nugget.

5.1.1. Field used as query for IR
The first aspect we have explored is how we will construct the

query we send to the IR engine, using the fields available in the
topics. For these first experiments PRF values are set with default
values (fbt = 50 and fbd = 10), and no reranking is applied.

Table 2 presents the results of those experiments. Results
are given in terms of NCDG and recall at different cutoffs. We
analyzed various field concatenations. In order to combine query,
question and background fields, we also experimented with con-
structing complex queries, assigning different weights to query,
question and narrative (background) fields. Extensive experi-
ments were conducted for field combinations, but for the sake of
readability, we only show the linear combination that obtained
the best results in last rows of Table 2a and b. Weights were
optimized for each setup. Linear combinations were also tested
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Table 3
IR Results on epic-qa-dev. Ranking quality and recall oriented systems are evaluated with and without neural reranking, for both passage and
document retrieval strategies. RR column (2nd) indicates if reranking is used or not and when used the value of k.
(a) IR Results on epic-qa-dev for passage retrieval using neural reranking over 5000 element ranking. Recall oriented (PRF fbt = 125
fbd = 30) vs. ranking quality (NDCG) oriented (PRF fbt = 125, fbd = 10) systems.

PRF optimized for RR NDCG R@500 R@1K R@2K R@3K R@4K R@5K

NDCG no 0.3993 0.3991 0.5169 0.6252 0.6796 0.728 0.7599
R no 0.3855 0.4002 0.5059 0.6118 0.6842 0.7253 0.7665

NDCG 0.9 0.4157 0.4612 0.5787 0.6724 0.7238 0.7604 0.76
R 0.9 0.403 0.456 0.5665 0.6705 0.7195 0.7555 0.76288

(b) IR Results on epic-qa-dev for document retrieval using neural reranking over 5000 element ranking. Recall oriented (PRF fbt = 30,
fbd = 40) vs. ranking quality (NDCG) oriented (PRF fbt = 10, fbd = 40) systems.

PRF optimized for RR NDCG R@500 R@1K R@2K R@3K R@4K R@5K

NDCG no 0.5781 0.6731 0.761 0.8214 0.8363 0.8487 0.8652
R no 0.5596 0.6651 0.7675 0.8255 0.8446 0.8598 0.8712

NDCG 0.1 0.5807 0.7041 0.7867 0.8342 0.8538 0.8655 0.8686
R 0.2 0.5691 0.7041 0.7661 0.8271 0.8538 0.8655 0.8709
for the query+question case, but concatenation yielded better
esults.

Results show that using complex queries perform best, both at
assage level (see Table 2a) and at document level (see Table 2b).
ence we adopted the following query building strategy for the
est of the IR experiments:

= w · (query + question) + (1 − w) · background
where w = 0.5 for passage retrieval and w = 0.7 for
document retrieval.

(8)

5.1.2. Neural reranking
As we have already mentioned, the preliminary ranking ob-

tained in the previous step is reranked using a BERT-based rele-
vance classifier, following a strategy similar to the one proposed
by [11]. In the case of document retrieval, for each candidate
document given by the preliminary ranking, its abstract and
the corresponding query are processed through a BERT-based
relevance classifier, which returns a probability of an abstract
to be relevant with respect to the given query. In the case of
passage retrieval the candidate passage is processed with the
corresponding query.

For this purpose, we fine-tuned the Clinical BERT pre-trained
model [54] on the task of identifying relevant abstracts with
respect to queries. Clinical BERT is trained on top of BioBERT [53]
using clinical notes. If we compare Clinical BERT with SciBERT,
which is used for answer extraction, both are trained on biomed-
ical domain data. SciBERT contains data from Semantic Scholar,10
hile Clinical BERT/BioBERT include data from PubMed11 and
MC.12 We selected Clinical BERT for our context retrieval system
ased on the results obtained on the TREC-COVID dataset [58].
n order to train the neural reranker a set of queries and their
espective relevant and non-relevant documents are needed. The
bjective is to learn the classification – the relevance of the
econd text with respect to the first – of a pair of texts. We use
wo different query relevance sets to fine-tune our reranker:

• We exploit the title–abstract relationship [58]. Titles of
scientific articles are usually brief and at the same time
descriptive of the content. Therefore, they are similar to the

10 https://www.semanticscholar.org/.
11 https://pubmed.ncbi.nlm.nih.gov/.
12 https://www.ncbi.nlm.nih.gov/pmc/.
6

queries used in search systems, and can be used as a pseudo-
query. Its corresponding abstract constitutes a good candi-
date to be a relevant text (pseudo-positive) to that pseudo-
query. We take (title,abstract) pairs to generate (pseudo-
query,pseudo-positive) pairs. Non-relevant (pseudo-
negative) texts are generated by randomly selecting ab-
stracts (n = 2) from the collection. The CORD-19 version
used in the final round of the TREC-COVID shared task13
was used to automatically generate this training dataset.
This dataset contains 369,930 title–abstract pair relevance
judgments.

• TREC-COVID shared task official query relevance set, com-
prising 69,316 query–abstract pair judgments.

Fine-tuning was done in two steps, first over the automatically
generated pseudo-qrel dataset and then over the TREC-COVID
relevance judgments dataset. All fine-tunings were performed
using original BERT Tensorflow implementation on Google cloud
V3-8 TPUs. Training was done for 4 epochs with a learning rate
of 2e-5 and a batch size of 32.

As mentioned, the classifier returns a relevance probability
of an abstract with respect to a given query. This probability is
linearly combined with the score of the first ranking according
to a coefficient k, and the ranking is rearranged based on that
new value. Eq. (9) shows the linear combination formula. Neural
reranking k was optimized with the EPIC-QA preliminary round
collection.

scored = k · (RerankerScored) + (1 − k) · (IndriScored) (9)

Table 3 presents the results of the experiments carried out
with and without reranking. Reranking weight (k value in Eq. (9))
was optimized for each setup ([0..1], 0.1 intervals). PRF is ap-
plied optimizing the number of documents and the number of
terms (fbt) with respect to NDCG and recall metrics, looking
for a ranking that is either quality oriented or recall oriented,
respectively. Thus, for both passages and documents, two PRF
setups were tested, optimized for NDCG and recall, respectively
(Table 3 captions report the respective parameter values).

Regarding passages (see Table 3a), ranking quality oriented
systems not only outperform recall oriented systems on NDCG,
but they also show very competitive recall performances, even
outperforming recall oriented systems for some cutoffs. The same
trend is observed for document retrieval (see Table 3b), where
ranking quality oriented systems are again better in terms of
NDCG and they are on par with recall oriented systems in terms
of recall.

13 Release of July 16, 2020.

https://www.semanticscholar.org/
https://pubmed.ncbi.nlm.nih.gov/
https://www.ncbi.nlm.nih.gov/pmc/
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz
https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases/cord-19_2020-07-16.tar.gz


A. Otegi, I. San Vicente, X. Saralegi et al. Knowledge-Based Systems 240 (2022) 108072

e
i
s
m
s

f
i
I
t
e
p
t
d
e

t
t
q
w

Reranking improves results for both passage and document
retrieval, and the trend observed in favor of ranking quality ori-
ented systems is more accentuated for systems using reranking,
being superior to recall oriented systems in all but recall@5K
cutoff.

With those results in hand, quality oriented ranking settings
and the use of reranking are selected for the remaining experi-
ments.

5.1.3. Passages vs. documents
There is a final question about retrieval regarding the gran-

ularity of the textual fragments to be handed to the answer
extraction module: passage retrieval so the answer is extracted
directly from the passage, or document retrieval so the answer
extraction module has to scan the full document in order to select
both the passage and the answer.

We carried out three sets of experiments to find out which IR
engine (passage or document) would offer the best starting point
to the answer extraction module in terms of recall of documents,
passages and nuggets, respectively.

In order to measure the recall at document level, passage-
based retrieval rankings must be converted to document rank-
ings. In order to do so, passages are substituted by their corre-
sponding document, and duplicates are removed from the rank-
ing, i.e., a document is given the rank of its top ranked passage.
Results in Table 4a show that documents offer a better recall if
we were to give the first 500 elements in the rank, but otherwise
passages would be preferable.

To be fair with both strategies, recall at passage level should
also be measured. In order to convert document rankings to pas-
sage rankings, documents are expanded inserting all the passages
of a document in the ranking position of the document. This leads
to very large rankings because documents contain 9.7 passages
on average. In order to compare passage rankings with similar
sizes, 5000 document rankings are retrieved and expanded, and
they are compared to 50,000 retrieved passages rankings.14 As
xpected, the document to passage conversion leads to a decay
n the recall in the top part of the ranking (see Table 4b which
mooths only when using very large rankings. As in the docu-
ent level evaluation retrieving passages is the best performing
trategy.
EPIC-QA has the concept of nuggets, which introduce the

actor of finding not only relevant information, but also ‘‘new’’
nformation. The third experiment measures the recall of the
R systems in terms of the nuggets retrieved. Table 4c presents
he results for different ranking cuttoffs. The same document
xpansion strategy as in the previous experiment is used to com-
are document and passage retrieval performance. Passages have
he upperhand, due to the fact that passage ranking have more
iverse answers and thus a bigger chance to find new nuggets in
arlier positions of the rank.
Lastly, up until now, we have evaluated the performance of

he IR systems using IR measures. But what if we were evaluating
he output of the IR systems directly as answers to the EPIC-QA
uestions? In order to do that, we prepared 3 systems, to check
hether the conclusions would be the same:

• pas: full retrieved passages are returned from the first con-
text to the last.

• doc2pas: documents are expanded to passages as done for
the previous recall experiments, and then full passages are
returned as answer candidates.

• pas-to-sent: Instead of returning full passages, the first sen-
tence of each candidate in the passage ranking is returned.

14 5000 docs ×10 passages per doc = 50,000 passages.
7

Table 4d presents the results using EPIC-QA metrics. Returning
full passages (pas system) obtains the best results in terms of
NDNS partial and relaxed metrics, but performs poorly on NDNS
Exact metric as expected, since this last metric penalizes return-
ing incorrect spans. In turn, pas-to-sent, returning shorter spans,
performs significantly better on NDNS Exact than the others. We
can see that the more elements we evaluate in the rankings the
better the results. Note that official EPIC-QA evaluation only took
into account the first 1000 candidates. Regarding passages vs.
docs, EPIC-QA evaluation is inline with IR results, with passage re-
trieval clearly outperforming document retrieval. Thus, according
to the IR step alone, passages would seem to be a better starting
point for the answer extraction module.

5.2. Context scanning for answer extraction

In this section we first check the hyperparameters, then the
linear combination of retrieval and answer scores, and finally
explore the most appropriate field to use as question.

5.2.1. Hyperparameter exploration
In order to answer the research questions regarding context

scanning for the answer extraction module discussed in Sec-
tion 3.2, we carried out an exploration of all hyperparameters in
question of the module. Two independent explorations have been
carried out: the first one for the system that its context retrieval
module is based on passages, and the second one for the sys-
tem that uses documents as contexts. For each hyperparameter
tuning, we consider the following hyperparameters: fine-tuning
dataset, number of contexts, number of answers, normalization and
score combination. Next, we will give more details about them.

The hyperparameter fine-tuning dataset considers which is the
best dataset to fine-tune the SciBERT model for QA: only SQuAD
dataset, or both, SQuAD and QuAC datasets. The number of con-
texts hyperparameter fixes how many contexts per each question
will be scanned by this module. The values considered for it
in this exploration are 1000, 5000 and 10,000 for the passage-
based system, and 100, 500 and 1000 for the system based on
documents. The hyperparameter related to the number of answers
determines the number of candidate answers that each context
will provide, and the values we explored are the following: 1, 2,
3, 5, 10 and 15. The normalization hyperparameter is related to
the softmax normalization that is computed as a last step in the
neural network of SciBERT. In this neural network two softmax
classifiers are used to get two probability distributions over all
tokens of a candidate answer span. The token with the highest
probability according to the first classifier is selected as the start
token of the candidate answer span. Similarly, the end token of
the span is selected according to the second classifier. This nor-
malization can be computed at context-level or collection-level,
and these are the two possible values for this hyperparameter.
In the former case, only spans from one context are taken into
account when computing the probabilities, whereas all spans
from all relevant contexts are considered in the latter. The last
hyperparameter, score combination, is used to set the best way
to combine the two scores obtained by each of the modules
of the system, context retrieval module and answer extraction
module, and these are the four possible combinations we have
considered: the sum of both scores (ir+qa), the product of both
scores (ir·qa), the sum of both scores but after applying the z-
score normalization15 to both scores (ir_norm+qa_norm) and the
product of both z-scores (ir_norm·qa_norm).

The aim of this exploration is to find the best combination of
hyperparameter values. Although all three variants of the NDNS

15 z-score is computed as X =
X−Xmean .
normalized Xstddev
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Table 4
IR Results on epic-qa-dev for Passage vs. Document retrieval experiments.
(a) IR Results on epic-qa-dev for document recall: Passages vs. Documents. 5000 passages ranking vs. 5000 document rankings.

Index reranking Test EPIC-QA_docs

R@500 R@1K R@2K R@3K R@4K R@5K

passages yes 0.6959 0.7979 0.8597 0.8693 0.8716 0.8716
documents yes 0.7041 0.7867 0.8342 0.8538 0.8655 0.8686

(b) IR Results on epic-qa-dev for passage recall: Passages vs. Documents. 50,000 passages ranking vs. 5000 document ranking.

Index Test EPIC-QA_passages

R@100 R@500 R@1K R@2K R@5K R@1K0 R@15K R@30K R@50K

pas 0.2199 0.4645 0.582 0.6815 0.7577 0.8321 0.8676 0.9027 0.9082
docs 0.0867 0.2234 0.3336 0.4345 0.6189 0.7442 0.7883 0.8422 0.8724

(c) IR Results on epic-qa-dev for nugget recall: Passages vs. Documents. 50,000 passages ranking vs. 5000 document ranking.

Index Test EPIC-QA_passages

N@100 N@500 N@1K N@2K N@5K N@10K N@15K N@30K N@50K

pas 0.5988 0.7934 0.88 0.9134 0.941 0.9589 0.9626 0.9774 0.9774
docs 0.3068 0.5156 0.6537 0.758 0.8661 0.921 0.942 0.9629 0.9644

(d) EPIC-QA evaluation results on epic-qa-dev: Passages vs. Documents. EPIC-QA metrics. 50,000 passages ranking vs. 5000 document ranking.

NDNS@k Test EPIC-QA - epicQA evaluation

pas doc2pas pas2sent

Partial Relaxed Exact Partial Relaxed Exact Partial Relaxed Exact

1,000 0.2463 0.2296 0.1823 0.1124 0.1031 0.0936 0.1786 0.1799 0.2072
5,000 0.2519 0.2347 0.1871 0.1299 0.1180 0.1084 0.2098 0.2113 0.2425
15,000 0.2541 0.2362 0.1886 0.1338 0.1213 0.1118 0.2250 0.2266 0.2601
30,000 0.2552 0.2371 0.1893 0.1357 0.1228 0.1133 0.2274 0.2290 0.2628
f

Table 5
Best values of the hyperparameters for the passage- and document-based
systems, and their results.
Context Passage Document

fine-tune squad+quac squad+quac
number_contexts 1,000 100
number_answers 15 15
normalization document-level document-level
combination ir_norm+qa_norm ir_norm+qa_norm

NDNS-Partial 0.2178 0.3044
NDNS-Relaxed 0.2177 0.3051
NDNS-Exact 0.2482 0.3411

have high correlation with each other we have chosen to focus
on Relaxed as in the biomedical research shortness of relevant
responses is not a requirement, but non-redundancy is. Table 5
shows the hyperparameter values of the best combination to
obtain the maximum NDNS-Relaxed score on the preliminary
round dataset, for both passage- and document-based systems.
The results obtained using the evaluation metrics described in
Section 4.3 are also shown in the table. Interestingly, the hyperpa-
rameter values for both systems are the same, except the number
of contexts (1000 passages vs. 100 documents), which are equiv-
alent as the average number of passages in a document is around
10. This exploration revealed that the best strategy to extract
the answer from a document is to index and retrieve the whole
document (and not specific passages), as the document-based
system clearly outperforms the passage-based system.

For an in-depth analysis of the hyperparameter values Fig. 1 il-
lustrates some results of the hyperparameter exploration for both
passage- and document-based systems. For each hyperparameter,
we show the maximum result obtained by the system when a
hyperparameter is fixed to each of its values. Regarding to the
dataset used for fine-tuning, using QuAC in addition to SQuAD
clearly improves results for the document-based system (see
Fig. 1(a)), which is what we expected as questions are complex
and answers are expected to be longer than for factoid questions.
8

According to Fig. 1(b), performance decreases when more con-
texts are scanned by the answer extraction module. The number
of candidate answers provided by the answer extraction module
does not affect significantly the performance of the passage-
based system, but the results are higher when more answers
are provided by the document-based system (Fig. 1(c)). Fig. 1(d)
shows that document-level normalization is a better choice for
both systems. Finally, we can see in Fig. 1(e) that applying z-score
normalization to the linear combination of both scores is the best.

5.2.2. Exploration of the optimum weight for linear combination
As explained above, the best way to combine the score given

by the context retrieval module and the score given by the answer
extraction module to produce the final ranking is the linear
combination of both scores, but after applying the z-score nor-
malization. In the above exploration both scores were weighted
equally, but we wanted to explore the best value for the weight
(k) in the linear combination:

inal_score = (k · cr_score) + ((1 − k) · ae_score)

where cr_score is the score given by the context retrieval module
and ae_score is the score given by the answer extraction module.

Fig. 2 shows the NDNS-Relaxed results for different k values,
and its optimum value is 0.5 for both systems. We fixed all the
hyperparameters of both systems at their best values as shown
in Table 5 for this exploration.

5.2.3. Exploration of the most appropriate field to use as question
In this section we want to explore which field of the question

(query, question, background or a combination of some of these)
we should use to get the best performance of the answer extrac-
tion module. Note that we have used the text in the ‘‘question’’
field as a query in all the explorations we have carried out in
the previous sections. For this exploration we fixed the best
hyperparameter values (see Table 5) and we set k = 0.5 for the
linear combination.

The results obtained in this exploration for both passage- and
document-based systems can be seen in Table 6. Passage-based
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Fig. 1. NDNS-Relaxed results (y-axis) of the exploration for each of the values of the hyperparameters.

Fig. 2. NDNS-Relaxed results for different values of k in linear combination.

9
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Table 6
Results of the exploration of which text field to use as a question.
Passages-based system

Question field NDNS-Partial NDNS-Relaxed NDNS-Exact

query 0.1938 0.1946 0.2225
question 0.2178 0.2177 0.2482
background 0.2147 0.2160 0.2474
query+question 0.2200 0.2203 0.2510
question+background 0.2173 0.2176 0.2477

Document-based system

Question field NDNS-Partial NDNS-Relaxed NDNS-Exact

query 0.2188 0.2195 0.2489
question 0.3044 0.3051 0.3411
background 0.2538 0.2554 0.2837
query+question 0.2833 0.2844 0.3195
question+background 0.2652 0.2659 0.2965
Table 7
Results on Primary dataset for passages-based and document-based full QA
systems.
System NDNS-Partial NDNS-Relaxed NDNS-Exact

Passages 0.2200 0.2196 0.2487
Documents 0.2860 0.2860 0.3241

system performs best when using the concatenation of query and
question fields, while using only the question field obtains the
best results for the document-based system. Therefore, adding
extra information from the background field to the input does
not yield better performance in any case.

6. Test on EPIC-QA primary dataset

The study performed so far run over the Preliminary dataset
f EPIC-QA. The conclusion at this point is that a recall based
ocument retrieval that leaves to a neural answer extraction
odule the scanning of whole documents to find the best answer

s a better strategy than relying in a precise passage retrieval
efore extracting the answer span.
We wanted to check this result over the Primary dataset,

hich was unseen during the whole development process de-
cribed above. Results are shown in Table 7 and they confirm the
revious observation.
The results shows that in all scenarios, the performance of the

ocument-based system is better than the passage-based one.

. Conclusions

In this paper we have analyzed how to construct a system that
xtracts answers about questions on COVID from the scientific
iterature. We have performed extensive experiments to check
hich is the most effective combination of the retrieval and
nswer extraction components.
If we pay attention to IR results with IR metrics, results suggest

hat passage retrieval offers a better starting point for the QA
odule that extracts the actual answer. However, when we take

nto account the QA metrics, results show that document retrieval
learly outperforms passage retrieval. To obtain this result, the
ystem must use smaller document rankings (around 500 candi-
ates), and the neural QA module for extracting the answer must
e fine-tuned properly.
At this respect, using QuAC dataset for additional fine-tuning

fter SQuAD over a SciBERT model showed the best results. EPIC-
A questions are complex and usually require longer answers
eyond the factoid-like questions that are more common in other
atasets like SQuAD. The additional fine-tuning with QuAC helped
s to overcome this issue.
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Our experiments also showed that adding the extra informa-
tion in the task query description (background or narrative fields)
when posing the questions is useful in the IR module, but is not
effective in the QA module.

Finally, the ranking of answers for a given question is more ef-
fective if it combines both the relevance scores from the retrieval
engine and scores for the extracted answer span. In our case, we
obtain the best results giving the same weight to each evidence
in a linear combination.
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