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Reconstructing the electrical structure of dust
storms from locally observed electric field data
Huan Zhang 1,2 & You-He Zhou 1,2✉

While the electrification of dust storms is known to substantially affect the lifting and

transport of dust particles, the electrical structure of dust storms and its underlying charge

separation mechanisms are largely unclear. Here we present an inversion method, which is

based on the Tikhonov regularization for inverting the electric field data collected in a near-

ground observation array, to reconstruct the space-charge density and electric field in dust

storms. After verifying the stability, robustness, and accuracy of the inversion procedure, we

find that the reconstructed space-charge density exhibits a universal three-dimensional

mosaic pattern of oppositely charged regions, probably due to the charge separation by

turbulence. Furthermore, there are significant linear relationships between the reconstructed

space-charge densities and measured PM10 dust concentrations at each measurement point,

suggesting a multi-point large-scale charge equilibrium phenomenon in dust storms. These

findings refine our understanding of charge separation mechanisms and particle transport in

dust storms.
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D isperse two-phase flows, a huge number of discrete par-
ticles or droplets embedded in the turbulent flows, are
widespread in nature, industry, and even on other pla-

nets1–8. There are many examples of interest in disperse two-
phase flows, such as sand saltation9–14, dust devils15,16, dust and
sand storms17–27, blowing snows28,29, thunderstorms30, volcanic
eruptions31–33, fluidization beds8,34, as well as dusty plasmas2,35.
In these systems, very intense electric field (E-field) and even
lightning have been frequently observed due to particle elec-
trification. The fact that electrification plays a key role in the
lifting and transport of dust particles has been recognized by the
scientific community. To date, considerable efforts have been put
forth to explore the particle-static interactions in various condi-
tions1–8. For example, during dust events, electrostatic forces
could facilitate the lifting of dust particles from the ground by a
factor of ten25 and even directly lift sand particles from the
surface if the ambient E-field up to 300 kVm−1 can be reached36.
The propagation of electromagnetic waves in dust storms was also
found to be dramatically affected by the airborne charged dust
particles37. In volcanic plumes, electrostatic forces may contribute
to the formation of particle aggregation, thus affecting the dis-
persal and deposition of volcanic ash38. In fluidized beds, particle
electrification could cause particles to adhere to the walls, thereby
inhibiting particle transport8,34. In dilute granular flows, charged
particles could be trapped in their mutual electrostatic energy well
and thus form clusters39. Furthermore, electrostatic forces may
also be an important factor in the aggregation of cosmic dust and
the formation of planetesimals2,35. Thus, owing to its great
importance, a detailed understanding of particle electrification in
granular systems is necessary1–8.

Dust storms are highly complex polydisperse particle-laden
turbulent flows with a very high Reynolds-number (typically of
~107 or greater)40,41. Although reports of particle electrification
in dust storms could date back to Rudge’s research in 191317,
such electrification processes are still largely unclear1,3–7. The
most obvious difficulty is that little information is available on the
structures of the space-charge and E-field in dust storms, parti-
cularly at higher altitudes, due to the limitation of the measure-
ment techniques and complexity of the structures themselves1,5,7.

From the limited E-field measurements, previous studies
inferred that the charge structure of dust storms was either
monopolar or bipolar, but recent measurements suggested that
the actual charge structure was probably more complex than
previously recognized. The pioneering E-field measurements in
dust storms by Rudge17 found that the vertical component of the
E-field in the near-ground region was directed upward, indicating
that the finer dust particles at higher altitudes are negatively
charged while the coarser sand particles near the ground are
positively charged3,42. This simple model, which represents a
downward-directed dipole moment, forms the preliminary
assumptions of the charge structure in dust storms and is com-
monly referred to as a negative-over-positive structure42. Later
measurements at the heights of about 1–2 m found a downward-
pointing25 or even alternating vertical E-field component18,19 that
continually reverses direction during dust storms. Williams
et al.19 further inferred that the charge structure was monopolar if
the charge transfer between the ground and airborne dust parti-
cles was predominant, while the charge structure was bipolar if
the charge transfer between airborne dust particles was pre-
dominant. It is worth noting that such monopole and bipolar
charge structures have also been inferred in volcanic plumes
based on three-dimensional (3D) lightning data32,33. However,
recent 3D E-field measurements in dust storms using an atmo-
spheric surface layer observation array have questioned these
simple charge structures26,27. The direction of each component of
the 3D E-field was found to vary with spatial location27, which

cannot be explained by the monopole or dipole structure. Due to
different responses to turbulent fluctuations, in fact, the oppo-
sitely charged particles with different sizes could be separated by
turbulent eddies43–45. In this case, more complicated electrical
structures could arise in dust storms, which motivates us to
develop a method for determining the structures of space-charge
and E-field in dust storms, both qualitatively and quantitatively.

According to Coulomb’s law, we know that E-field at each
point depends on the entire space-charge distribution in dust
storms46, which provides us a possible way to estimate the space-
charge densities in a relatively large spatial extent based on the
locally measured E-field data. To this end, we present an inver-
sion method for inverting the E-field data measured in a near-
ground measurement array to reconstruct the structures of space-
charge and the E-field in dust storms. In mathematics, directly
solving the space-charge and E-field is a typical ill-posed problem
since the solution is nonunique and the solution procedure is
unstable47,48. To solve this issue, the inversion method presented
here is based on Tikhonov regularization47,49, which is one of the
pioneer methods of solving ill-posed problems.

The reconstructed electrical structures can be used to quantify
the essential properties of dust storms. For example, previous
studies27 found that, at given ambient temperature (T) and
relative humidity (RH), there were significant linear relationships
between the dust concentrations and space-charge densities over
the timescales of 10 min, suggesting a constant charge-to-mass
ratio of dust particles (termed large-scale charge equilibrium
phenomenon). This phenomenon has been previously verified at
only one measurement point25,27 and can be examined at mul-
tiple points based on the inversion results.

In this study, by performing a set of subsampling inversions,
we demonstrate that the proposed inversion procedure is shown
to converge as the subsampling size increases. The verification
analysis shows that the residual between the normalized observed
data and the model prediction is as low as 0.04 and the recon-
structed space-charge densities agree excellent with the Gauss’s
law approximation (GLA)-based densities. Furthermore, we find
that the charge structure of dust storms exhibit a universal mosaic
pattern, where there are alternating charged regions of positive
and negative polarities. Based on the estimated dust particle’s
Stokes number, we infer that such a mosaic charge pattern is
attributed to the turbulence-driven separation of the oppositely
charged dust particles. Finally, the large-scale charge equilibrium
effects at multiple points are verified by the significant linear
relationships between the reconstructed charge densities and the
measured PM10 (smaller than 10 μm in diameter) dust con-
centrations, from which the charge-to-mass (PM10) ratio can be
evaluated.

Results
E-field measurements during dust storms. E-field data were
collected at the Qingtu Lake Observation Array (QLOA), Gansu,
China (Fig. 1a) between March 21 and June 2, 2017. Qingtu Lake
is currently a large dry lake whose flat-lakebed covers nearly 20
km2 (Fig. 1a). The QLOA site is situated between the Tengger
Desert and the Badain Juran Desert and is frequently subjected to
dust storms from March to May because of the Mongolian
cyclones50. The prevailing wind direction in the QLOA site is
northwesterly, suggesting that the main dust source area of the
observed dust events is the Badain Juran Desert (Fig. 1a). The
QLOA consists of one main observation tower (33 m in height)
and over 21 auxiliary observation towers (5 m in height) arranged
in a T shaped formation, thereby allowing us to perform the
multi-point measurements of E-fields, dust concentrations, wind
velocities, etc. A total of 19 vibrating-reed electric field mills
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(VREFMs) were deployed at the QLOA to measure the 3D E-
fields within 30 m height above the ground during dust storms
(Fig. 1b). The detailed arrangement of VREFMs is shown in
Fig. 1c and Supplementary Table 1. The VREFM functions as a
vibrating capacitor, where the ambient E-field component normal
to the electrode is measured by detecting the induced charge on
the electrode. The VREFM recorded data at 1 Hz with an
uncertainty of approximately ±2.24% (see Supplementary Note 1
and Supplementary Figs. 1–3 for a brief description of the
VREFM). In addition, a visibility sensor (Model 6000, Belfort80
instrument) was installed 1 m above the ground to measure vis-
ibility from 5 to 10,000 m with an accuracy of ±10% and a
sampling frequency of 1 Hz. An ambient T & RH sensor (Model
41382, R. M. Young Company) was used to monitor ambient T
and RH that are the major factors affecting particle electrifica-
tion25–27. Nine DustTrak II Aerosol Monitors (Model 8530EP,
TSI Incorporated) were installed at heights ranging from 0.9 to
30 m (Fig. 1b and Supplementary Figs. 4–6) to measure the PM10

dust concentrations, with a sampling frequency of 1 Hz26,27. The
3D wind velocity at point p9 was measured by a sonic anem-
ometer (CSAT3B, Campbell Scientific) at a sampled rate of 50 Hz.
To identify the dust source areas, two dust collectors were
mounted on the main tower near point p9 to collect the airborne
dust particles during dust storms (Supplementary Fig. 7a).

During the 2017 field observations, over ten dust storms
occurred and were fully recorded, but only three dust storms were
used for inversion as we had obtained high-quality E-field data
for them. In these storms, the maximum values of the streamwise
wind speed, PM10 concentration, and E-field intensity at 5 m
height were ~15 m s−1, 7.72 mgm−3 (corresponding to the
visibility of ~90 m), and 180 kVm−1, respectively (Fig. 2), which

suggests that these dust storms were very strong and were highly
electrified. The wind directions of the three storms lay within
152.3 ± 4.7∘, 160.9 ± 6.4∘, and 171.4 ± 7.2∘ (in degrees clockwise
from due north), respectively (Figs. 2c, f, and i), showing that
all storms mostly originated from the Badain Juran Desert. The
same dust source area for the three dust storms was also verified
by the very similar size distributions and mineralogical composi-
tions of the dust samples collected at point p9 (Supplementary
Fig. 7b–7d).

The intensity evolution of these three dust storms behaved
quite differently. The evolution of storm #1 can be qualitatively
divided into three distinct stages: the first stage was termed the
growth or developing stage, where the storm intensity (such as
PM10 concentration and E-field intensity) increased gradually
with time; the second stage was termed the mature stage, where
the storm generally reached a dynamic equilibrium state and its
intensity remained at a relatively constant value during a period;
the third stage was termed decay or dissipating stage, where the
storm intensity decreased with time until the storm vanished
(Figs. 2a and b). In contrast, no clear (or distinguishable long-
period) mature stage was observed in storms #2 and #3. During
storm #3, the storm intensity increased to its maximum value
within 1.5 h then decreased without an obvious mature stage
(Fig. 2g and h), while the storm intensity was repeatedly increased
and decreased during storm #2 (Fig. 2d and e). In other words,
there were several comparable peak intensities in storms #2, but
only one peak intensity in storms #1 and #3.

Constrained optimization for inverse space-charge. The pri-
mary goal of the inversion is to reveal the 3D pattern of the space-
charge density in dust storms, on the basis of the given E-field
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measurements data. Theoretically, the forward problem that
predicts E-field at a given point in dust storms can be formulated
as an integration based on Coulomb’s law and method of images
if the space-charge densities are known46, such that

Eðx; y; zÞ ¼
Z Z Z

Ω
Kðr;erÞρðυÞd3υ; ð1Þ

in which the integral kernel Kðr;erÞ is defined by

Kðr;erÞ ¼ 1
4πϵ0

r

rj j3 �
ϵr � 1
ϵr þ 1

ererj j3
� �

; ð2Þ

where the computational domain is taken as Ω= [−Lx, Lx] ×
[−Ly, Ly] × [0, Lz], ρ is the space-charge density per unit volu-
me at source point υ ¼ ðx0; y0; z0Þ, r ¼ ðx � x0; y � y0; z � z0Þ ander ¼ ðx � x0; y � y0; z þ z0Þ are the vectors pointing from the
source point ðx0; y0; z0Þ and the imaginary image charge point
ðx0; y0;�z0Þ to the field point (x, y, z), respectively46, ε0= 8.85 ×
10−12 C2 N−1m−2 is the permittivity constant of air, and ϵr is the
relative dielectric constant of the sandy ground. According to
ref. 51, ϵr can be approximately taken as 5 in our model because of
the sandy ground of the dry Qingtu Lake with low water content.
The first term in the bracket of Eq. (2) accounts for the airborne
charged dust particles and the second term accounts for the
dielectric sandy ground, as the E-field in dust storms can be
reasonably modeled as the charged dust particles above a planar
dielectric sandy ground.

Given the E-fields data measured at the measurement points,
the inverse problem of estimating the space-charge density based
on Eqs. (1) and (2) is a typical Fredholm integral equation of the
first kind, which can be discretized using the Galerkin
method48,52 (see Methods), and therefore rewritten in the matrix
form

Eobs ¼ Gρ; ð3Þ
where Eobs 2 Rm ´ 1 is the E-field data vector measured at the
measurement points, G 2 Rm ´ n is the matrix form of the
discretized forward model in Eq. (1), and ρ 2 Rn ´ 1 is the vector
consisting of the unknown space-charge density.

In general, the discrete inverse problem, Eq. (3), is ill-posed
and unstable with many solutions because collected data are finite
in number and have unavoidable noise48,52–54. To obtain a single
and stable model, we incorporate a priori information stating that
the 2-norm of the solution is small so that the inverse problem
can be formulated as a constrained optimization problem47,48,52

min ϕðρÞ ¼ k Eobs � Gρk2L2
þ λ2 k ρk2L2

; ð4Þ
where ϕ(ρ) is the most commonly used objective function known
as the Tikhonov functional, and λ is the regularization parameter.
The first term on the right-hand side of Eq. (4) is referred to as
misfit, which is a measure of the difference between the observed
and the predicted data, and the second term is referred to as
regularization, which constructs an evaluation of the agreement
between the solution and the priori information. The regulariza-
tion parameter λ weights the contributions of the misfit and
regularization terms to the minimization of the Tikhonov
functional. Although a small λ results in a solution that fits the
observed data well, such almost no regularizations may always
lead to an unstable and incorrect solution. In contrast, a large λ
leads to a solution that is closer to the priori information, thereby
producing a large residual53,54.

In brief, the proposed method should include: (i) obtaining E-
field data from field observations; (ii) constructing a constrained
optimization problem, Eq. (4), to estimate ρ; and (iii) solving Eq.
(4) using an optimal λ (see Methods).

Notably, inversion performance is very sensitive to E-field
fluctuations. In practice, the small-scale (high-frequency) fluctua-
tions of the observed E-fields at a measurement point are
dominated by turbulence and are probably due to the local
changes in space-charge densities. Such small-scale and local
changes at a point cannot be reflected at other points far from it,
and thus could result in a failure of the inversion when the raw
data are used. As shown in Supplementary Figs. 8–10, the small
(locally large) E-field fluctuation leads to low (high) inversion
residuals ζ (see Methods). In the following sections, the inversions
are thus performed using the time-varying mean of the E-field
series over the 29 s timescales (see Methods), which is on the
order of the integral timescale of the turbulence in the
atmospheric surface layer40.

Verification of the inversion method. To test whether the
inversion converges as the subsampling size increases, we first
perform the subsampling (random subset) inversion. The sub-
sample data set Eobs

m with subsampling size m < 19 is randomly
selected from the total 19 measurement points. As in refs. 55,56,
we execute each subsampling inversion ten times. Then, the
reconstructed space-charge density and the relative error with
respect to the original 19-point inversion were computed and
averaged over the ten trials at each subsampling inversion. Fig-
ure 3 and Supplementary Figs. 11–13 illustrate how the sub-
sampling inversion converges for the three dust storms. It can be
seen that the relative errors decrease rapidly with increasing m
and are reduced to ~0.1 (or 10%) for the three dust storms
(Fig. 3). In addition, there are almost no significant differences in
charge patterns when the subsampling size exceeds 17 for each
dust storm (Supplementary Figs. 11–13). This suggests that the
densities ρinv reconstructed from the complete 19-point mea-
surement data are reasonable and reliable, where all relative
errors are within 10%.

To examine the inversion accuracy, we then perform the
residual analysis (see Methods) of the inversion using the
complete 19-point measurement data. Overall, the inversion
residuals ζ for storms #1–#3 are in the range of 0.04 ± 0.003
(Fig. 4a–c), suggesting that the predicted E-fields agree well with
their measurements (Fig. 4d–f, Pearson’s correlation coefficients
r > 0.99). Meanwhile, the residuals are highly sensitive to data
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quality. Large residuals correlate with larger data disturbances
and higher noise. For each storm, the residuals increase slightly
with time, indicating that the long-period ambient noise and the
instrument drift are negligible during measurements.

To further verify our inversion method, we compare the
reconstructed densities ρinv with the GLA-based densities27ρGLA at
point p9 (see Methods). As shown in Fig. 4g–i, the reconstructed
densities ρinv are in excellent agreement with ρGLA (r > 0.99 and
relative error k ρinv � ρGLAk2L2

= k ρGLAk2L2
� 0.007-0.01) during

the three dust storms. Here, the maximum reconstructed densities
ρinv at point p9 is on the order of ~0.4 μCm−3, which is
consistent with the measurements values of ~0.01–0.1 μCm−3 in
dust storms by Kamra18 and dust devils by Crozier15 at ~1m
height above the ground, but is larger than the measurements
values of ~5–25 pCm−3 in Saharan dust layer by Nicoll et al.20 at
altitude up to 4 km.

Structures of space-charge and E-field. Figure 5 and Supple-
mentary Figs. 14–15 show the evolution of 3D structures of the
space-charge density during storms #1 to #3, respectively. We

find that the reconstructed space-charge patterns exhibit a mosaic
of positively and negatively charged regions. Such mosaic patterns
consistently appeared in the whole duration of all three observed
storms, suggesting that the mosaic charge pattern is a general
feature of dust storms. Since the inversions are performed with
the time-varying mean data, such reconstructed charge patterns
are in fact an average pattern over the 29 s timescales. In these
cases, the instantaneous or small-scale changes in space-charge
structure cannot be revealed, thus showing a very similar charge
structure at different time points of each storm (e.g., a similar
shape of isosurfaces at different times in Fig. 5). Also, the
reconstructed charge structures of storms #1–#3 were almost
identical because the meteorological conditions (e.g., mean wind
speed and wind direction, Fig. 2) and dust source areas were
almost the same (Supplementary Fig. 7). Importantly, the
mosaic patterns are quite distinct from the previously inferred
monopolar and bipolar charge structures in dust storms. Such
mosaic patterns may be formed by the separation of oppositely
charged particles by turbulence44,45, as explained in the volcanic
eruptions31,33.
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Based on the reconstructed densities ρinv, the 3D E-field in the
computational domain can be predicted by the forward model
[i.e., Eqs. (1) and (2)], as shown in Fig. 6 and Supplementary
Figs. 16–17. Since the mosaic structure of space-charge density
consistently existed in the observed dust storms, the recon-
structed E-fields were not uniformly oriented. This orientation
change suggests that the E-field in dust storms is a 3D field27 that
distinctly differs from the one-dimension E-field model in the
pure sand saltation9–14.

Multi-point large-scale charge equilibrium. The reconstruction
of 3D space-charge densities in dust storms allows us to evaluate
the ratio of densities ρinv to PM10 concentration [termed charge-
to-mass (PM10) ratio hereafter] at each measurement point,
which is similar but not equal to the actual charge-to-mass ratio
because in addition to PM10, charged particles larger than 10 μm
have also contributed to the space-charge densities. In such a
case, the charge-to-mass (PM10) ratio is larger than the actual
charge-to-mass ratio of dust particles. As shown in Fig. 7 and
Supplementary Figs. 18–19, at given ambient T and RH, the

reconstructed space-charge densities are linearly related to the
mean PM10 concentrations (R2 ~ 0.5–0.9, p value < 0.0001). Thus,
the charge-to-mass (PM10) ratio at each measurement point of
PM10 can be evaluated by the slopes of the linear-fit lines in Fig. 7
and Supplementary Figs. 18–19. A constant charge-to-mass
(PM10) ratio at each point suggests that, on average (over the
scales of 29 s), the dust particles have acquired a dynamic charge
equilibrium passing through each measured point, which was
previously reported but only at one height25–27,57,58.

Although the reconstructed space-charge and E-field structures
seem very similar among the three dust storms, the vertical profile
of the charge-to-mass (PM10) ratio varies from storm to storm.
As shown in Fig. 8, the strongest charge-to-mass (PM10) ratio of
particle charging occurred during storm #3 while the weakest case
occurred during storm #2. The different levels of electrification
for storms #1–#3 were likely to be caused by the remarkable
changes in ambient T and RH (Fig. 2)25–27. On the other hand,
the vertical profiles of the charge-to-mass (PM10) ratio are not
identical among the three dust storms. For example, at 8.5 m
height, the charge-to-mass (PM10) ratio was negative during
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storms #1 and #2, but was positive during storm #3. Such a
difference may be caused by the slight change in the particle size
distribution of storm #3 (Supplementary Fig. 7b and c).

Discussion
To resolve the structures of space-charge density and E-field in
dust storms, we introduce a constraint that requires the recon-
structed (or regularized) solution with a small 2-norm which is
the standard form of the Tikhonov regularization47. The sub-
sampling convergence and residual analyses are performed to
verify the accuracy of the inversion procedure. The proposed
inversion method exhibits a good fit to the observed data and is in
excellent agreement with the GLA-based measurement results27.
Since the spatial resolution of the inversion is relatively low, at
5 × 2.5 m2 in the horizontal plane and 0.1–27.7 m in the
z-direction (see Methods), the inversion model cannot precisely
resolve smaller-scale structures. The limitations regarding the
inversion resolution mainly arise from the large VREFM sensor
spacing, which was ~10 m, 5 m, and 1.75 m in the x-, y-, and
z-direction, respectively. In future work, the inversions could be
improved by incorporating additional priori information

associated with the solutions and more measurement data col-
lected with a larger spatial extent and smaller sensor spacing.

In this study, we reveal the 3D mosaic charge structure of dust
storms, which is physically more reasonable. According to the
directions of the measured E-field, researchers inferred that the
charge structure of dust storms was monopolar or bipolar19.
Interestingly, the monopolar and bipolar charge structures were
also inferred in volcanic plumes based on the 3D lightning
data32,33. However, a more refined structure cannot be inferred
by previous studies. In dust storms, existing E-field measurements
were only performed in a very narrow region near the ground5,7.
In volcanic plumes, the lightning-based method cannot incor-
porate the additional charged regions without lightning because
the charge structures were determined by the temporal changes in
lightning discharges33. In this study, the inversion of multi-point
E-field data provides an effective tool for characterizing the finer
charge structure of dust storms. The inversion results suggest that
the mosaic charge structure is a general feature of dust storms,
which can be explained by the different responses of oppositely
charged particles to turbulence. For dust storms #1–#3, the dust
particles collected at 5 m height showed that particle sizes varied
widely from ~1 μm to ~300 μm (Supplementary Fig. 7b and c).

c t = 13:20:00

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)

z 
(m

)

15

–30

a t = 11:33:20

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)

z  
(m

)
15

–30

b t = 12:10:00

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)

z 
(m

)

15

–30

d t = 14:26:40

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)
z 

(m
)

15

–30

e t = 15:33:20

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)

z 
(m

)

15

–30

f t = 17:30:00

0
–50

30

–20

30
15

0

0
–15

25

50
y (m)

x (m)

z 
(m

)

15

–30

ln |E| (kV m–1)

7 9 115.5

Fig. 6 Evolution of the 3D structure of the E-fields during storm #1. a–f E-field predicted from the reconstructed space-charge densities at different
stages of the observed storm. Slices at x= 0m, y= 0m, and z= 4m are colored based on the log-magnitude of the 3D E-field, ln jEj. Times t are shown as
the local time on April 16, 2017 (UTC+8). Lines represent the E-field lines.

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18759-0

8 NATURE COMMUNICATIONS |         (2020) 11:5072 | https://doi.org/10.1038/s41467-020-18759-0 | www.nature.com/naturecommunications

www.nature.com/naturecommunications


On the basis of measured wind velocity data, the Stokes number
St of dust particles, which is defined as the ratio of the particle
relaxation timescale and the Kolmogorov timescale59, is estimated
to lie in the range Oð10�3Þ � Oð102Þ (see Methods and Supple-
mentary Fig. 20). In fact, numerical simulations43,45 and labora-
tory experiments44 have demonstrated that, in particle-laden
turbulent flows, significant charge separations can be caused by
turbulence. As previously demonstrated, the negatively charged
smaller particles with St ≲Oð1Þ could preferentially accumulate
in the high-strain-rate regions of the wind flow due to turbulence,
while the positively charged larger particles with St ≳Oð1Þ may
be more uniformly distributed than smaller particles43–45. Since
dust storms are typically polydisperse particle-laden turbulent
flows at very-high-Reynolds-number, we can reasonably speculate
that charge separations by turbulence are prevalent in dust
storms, thereby leading to a general 3D mosaic charge structure.
In this study, because the flow conditions were almost the same in
the three dust storms, in general, it is unsurprised that these dust
storms would exhibit a very similar vortex structure, so that the

charged particles driven by such similar vortex structures could
form very similar charge structure.

In summary, on the basis of E-field data measured at the
QLOA, an inversion method is proposed to estimate the space-
charge density and E-field of dust storms. The collected E-field
data were obtained from 19 components distributed over a region
of 20 × 20 × 9 m3 with a spacing of 10 m, 5 m, and 1.75 m in the
x-, y-, and z-direction, respectively. The inversion method was
based on a Fredholm integral equation of the first kind and
combined with the standard Tikhonov regularization that
requires the 2-norm of the solution residual to be small. The
reconstructed results obtained from the selected high-quality data
agree well with the measured data (with a mean residual of about
0.04) and the GLA-based density. The observed three dust storms
exhibited a general mosaic charge structure, which is likely due to
the separation of oppositely charged dust particles by turbulence.
Next, the E-field can be predicted by the Coulomb’s law based on
the reconstructed space-charge density. In addition, we find that
the large-scale electrification dynamic equilibrium consistently
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exists at different heights, suggesting that the charge-to-mass
(PM10) ratios remain constant at specific height but vary with
height in both magnitude and polarity. This study provides the
quantitative insight into the 3D electrical structure of dust storms,
which is underexplored due to the limitations of the currently
used measurement techniques. Our method can be also an
effective and reliable tool in exploring the electrical properties of
other granular systems, such as fluidized beds, dust devils,
blowing snows, volcanic eruptions, etc.

Methods
Discretization of the forward model. As previously mentioned, the forward
problem [i.e., Eqs. (1) and (2)] can be theoretically expressed as

Eðx; y; zÞ ¼
Z Z Z

Ω
Kðr;erÞρðυÞd3υ; ð5Þ

where E(x, y, z) is the measured E-fields at point (x, y, z), Ω is the computational
domain, r ¼ ðx � x0; y � y0; z � z0Þ, er ¼ ðx � x0; y � y0; z þ z0Þ, and
υ ¼ ðx0; y0; z0Þ. In practice, since the number of measurement points is finite, the
forward and inverse problems, Eq. (5), are usually solved in the space of discrete
data and model parameters.

We use the Galerkin method to discretize Eq. (5) with n orthonormal boxcar
basis functions48,53:

ψiðυÞ ¼ 1; υ 2 Ωi

0; υ =2Ωi

�
; ð6Þ

where the domain Ω is divided into n= 400 × 400 × 60 small nonoverlapping

rectangular cells Ωi (i.e., Ω ¼ Sn
i¼1

Ωi). Thus, the space-charge density ρ(υ) can be

approximated by its projection over the boxcar basis functions ψi(υ), that is

ρðυÞ �
Xn
i¼1

aiψiðυÞ; ð7Þ

where ai are the unknown coefficients of the series expansion. Clearly, such a finite
expansion of ρ(υ) by Eq. (7) is impossible to satisfy Eq. (5) exactly. Substituting Eq.
(7) into Eq. (5), and according to the rules of sum and additivity of triple integrals,
produces the following residual or error ER(x, y, z) of the integral equation, Eq. (5):

ERðx; y; zÞ ¼ Eðx; y; zÞ �
Xn
i¼1

ai

Z Z Z
Ωi

Kðr;erÞd3υ ð8Þ

According to the Galerkin method, we use the original boxcar basis functions
ψj(υ) as the weighting functions to make the following weighted integrals of

residuals ER(x, y, z) equal to zero:Z Z Z
Ω
Eðx; y; zÞψjðυÞd3υ�

Xn
i¼1

ai

Z Z Z
Ω
ψjðυÞ

Z Z Z
Ωi

Kðr;erÞd3υ
" #

d3υ ¼ 0

ðj ¼ 1; 2; � � � ;mÞ
ð9Þ

Here, m= 19 is the number of measurement components used in inversions,
except for the case of subsampling inversion where m is less than 19. According to
Eq. (6), Eq. (9) can be readily simplified as

Eðxj; yj; zjÞ ¼
Xn
i¼1

ai

Z Z Z
Ωi

Kðrj; erjÞd3υ; j ¼ 1; 2; :::;m ð10Þ

where (xj, yj, zj) are the coordinates of the measurement points,
rj ¼ ðxj � x0; yj � y0; zj � z0Þ, and erj ¼ ðxj � x0; yj � y0; zj þ z0Þ. We can write Eq.
(10) in a matrix form:

G1;1 G1;2 ¼ G1;n

. .
. ..

.

Gm;1 Gm;2 ¼ Gm;n

2
664

3
775

a1

..

.

an

2
664

3
775 ¼

Eðx1; y1; z1Þ
..
.

Eðxm; ym; zmÞ

2
664

3
775 ð11Þ

with the entry as

Gj;i ¼
Z Z Z

Ωi

Kðrj;erjÞd3υ ð12Þ

which can be numerically evaluated by Gaussian Quadrature. Since the linear
systems of algebraic equations [i.e., Eq. (11)] are ill-posed, the coefficients ai should
be determined by solving the constrained optimization problem [i.e., described by
Eq. (4)], as discussed in detail in the following section.

Solving the inverse space-charge problem. The inverse problem [i.e., Eq. (4)] is
solved following a method based on the singular value decomposition of matrix G:

G ¼ UΣVT ; ð13Þ
where U and V are orthogonal unitary matrices whose columns are the left singular
vectors ui and the right singular vectors vi, respectively; and Σ= diag(σ1, σ2,⋯ , σN)
consists of the singular values of G sorted in descending order. Since the ill-
posedness of the inverse problem is largely due to the small singular values σi, the
idea of the regularization is to filter out the solution corresponding to the small σi.
Therefore, the inverted (or regularized) solution of the space-charge density ρinv
can be expressed as follows52,53

ρinv ¼ VS�UTEobs ð14Þ
where S�ij ¼ σ iδij=ðσ2i þ λ2optÞ; δij is the Kronecker delta, i.e., if i= j, δij= 1, and if
i ≠ j, δij= 0.

It is clear that the key question for solving the inverse problem is to make a
good selection of the optimal regularization parameter λ, because it represents the
trade-off between the misfit and regularization. In this study, we employed the
generalized cross-validation (GCV) method to select an optimal value of λ60,61. The
optimal value λopt is the minimum point of the GCV function:

GðλÞ ¼
Gρinv � Eobs

�� ��2
L2

traceðIm � GG#Þ� �2 ; ð15Þ

where Im 2 Rm´m is an identity matrix, and G# 2 Rn ´m is a matrix that produces
the regularized solution, i.e., ρinv=G#Eobs.

The inversion domain Ω was extended for 2 km in the x-direction (Lx= 1 km),
1 km in the y-direction (Ly= 0.5 km), and 0.3 km (Lz= 0.3 km) in the z-direction.
The vertical size of the inversion domain was determined based on the dust
concentration measurements, where PM10 concentration decreased exponentially
with height50,62 and reached zero at the height of well below 0.2 km
(Supplementary Figs. 4–6). We constructed a numerical grid with a size of 5 × 2.5
m2 in the x- and y-direction, and a grid stretching parameter of 1.1 in the z-
direction, resulting in an increase in the vertical grid size from 0.1 to ~27.7 m.
There was a total of 9,600,000 grid cells.

Extraction of time-varying mean by the discrete wavelet transform. We use the
discrete wavelet transform method to extract the time-varying means of the
measured E-field and PM10 series over the 29 s timescales. The discrete wavelet
transform is performed by the Daubechies wavelet63 of order 10 (i.e., db10) at level
9, and thus the data series X with sampling interval Δt can be decomposed into64:

X ¼
X9
i¼1

Di þ S9 ð16Þ

Here, Di is referred to as the ith level wavelet detail, which represents the changes
of X on a scale of 2i−1Δt s; and S9 is referred to as the 9th level wavelet smooth or
approximation of X, which represents the means of X over a scale of 29Δt s. In this
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Fig. 8 Vertical profiles of the charge-to-mass (PM10) ratios for storms
#1-#3. For storm #1, the ambient temperature (T) and relative humidity
(RH) are in the range of 16.7 ± 1.2 ∘C and 17.4 ± 3.3%, respectively. For
storm #2, the ambient T and RH are in the range of 20.2 ± 0.5 ∘C and 20.1 ±
0.9%, respectively. For storm #3, the ambient T and RH are in the range of
9.0 ± 1.4 ∘C and 15.6 ± 2.5%, respectively.
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study, the sampling intervals Δt are one second for the E-field and PM10 mea-
surements. Thus, S9 can be considered as an approximation to the time-varying
mean of X series over the 29 s timescale, and the 9th level wavelet rough

P9
i¼1 Di

can be regarded as the fluctuation of X series64.

Residual analysis. To assess the accuracy of inversion, the normalized residual ζ
(also known as the squared relative L2 error) between the observed data and the
model prediction was proposed and can be defined by65,66

ζ ¼
Gρinv � Eobs

�� ��2
L2

Eobs
�� ��2

L2

ð17Þ

The smaller the value of ζ, the better correspondence between the model and
observed data. If ζ is zero, the model fits the data perfectly.

GLA-based space-charge density. According to Gauss’s law, it is known that the
space-charge density at one point is proportional to the divergence of the E-field of
this point, which allows us to estimate ρ indirectly by measuring E-field divergence.
In such estimations, the spatial derivatives with respect to three orthogonal coor-
dinates of the E-field at a measurement point are needed. As shown in Fig. 1c and
Supplementary Table 1, E-field measurements along three orthogonal coordinates
were conducted only at p9 point in our observation array. In this case, the GLA-
based density ρGLA can be only determined at point p9 by4,27,30

ρGLA ¼ ε0∇ � E ð18Þ
Here, we use the spline-interpolation method to evaluate the partial derivatives
∂Ex/∂x, ∂Ey/∂y, and ∂Ez/∂z based on the measured data (see ref. 27 for more details).

Estimating particle’s stokes number. By definition, the Stokes number St is
defined as the ratio of the particle relaxation timescale τp and the Kolmogorov
timescale τη, such that

St ¼
τp
τη

: ð19Þ

In the typical cases that particle Reynolds number is <1 and particles are much
denser than the fluid50,67, particle relaxation timescale can be estimated by59

τp ¼ ρpd
2
p

18νρa
; ð20Þ

where ρp and ρa are particle and fluid mass density, respectively; dp is particle
diameter; ν is the kinematic viscosity of the fluid. In the log-law region, the Kol-
mogorov timescale τη can be estimated by the flowing equations68

τη ¼ η2

ν

η
δν
¼ κzþð Þ1=4

8<
: ; ð21Þ

where η is the Kolmogorov microscale, κ= 0.41 is the Von Kármán constant, δν=
ν/uτ is the viscous lengthscale, uτ is the friction velocity, z+= z/δν is the
dimensionless height measured in viscous lengthscale. Based on the measured
wind velocity at p9, the St number of dust particles can be estimated using
Eqs. (19)–(21).

Data availability
The E-field data used to perform the inverse calculations of storms #1-#3 are available at
https://doi.org/10.6084/m9.figshare.12866744.

Code availability
The code used to perform inverse calculations is available upon reasonable request to the
corresponding author.

Received: 4 February 2020; Accepted: 10 September 2020;

References
1. Shinbrot, T. & Herrmann, H. J. Granular matter: static in motion. Nature 451,

773–774 (2008).
2. Blum, J. & Wurm, G. The growth mechanisms of macroscopic bodies in

protoplanetary disks. Annu. Rev. Astron. Astrophys. 46, 21–56 (2008).
3. Lacks, D. J. & Sankaran, R. M. Contact electrification of insulating materials. J.

Phys. D.-Appl. Phys. 44, 453001 (2011).
4. Nicoll, K. A. Measurements of atmospheric electricity aloft. Surv. Geophys. 33,

991–1057 (2012).

5. Zheng, X. J. Electrification of wind-blown sand: recent advances and key
issues. Eur. Phys. J. E. 36, 138 (2013).

6. Wei, W. & Gu, Z. Electrification of particulate entrained fluid flows-
mechanisms, applications, and numerical methodology. Phys. Rep. -Rev. Sec.
Phys. Lett. 600, 1–53 (2015).

7. Harrison, R. G. et al. Applications of electrified dust and dust devil
electrodynamics to martian atmospheric electricity. Space Sci. Rev. 203,
299–345 (2016).

8. Fotovat, F., Bi, X. T. & Grace, J. R. Electrostatics in gas-solid fluidized beds: a
review. Chem. Eng. Sci. 173, 303–334 (2017).

9. Schmidt, D. S., Schmidt, R. A. & Dent, J. D. Electrostatic force on saltating
sand. J. Geophys. Res. -Atmos. 103, 8997–9001 (1998).

10. Kok, J. F. & Renno, N. O. Electrostatics in wind-blown sand. Phys. Rev. Lett.
100, 014501 (2008).

11. Huang, N. & Zheng, X. A laboratory test of the electrification phenomenon in
wind-blown sand flux. Chin. Sci. Bull. 46, 417–420 (2001).

12. Zheng, X. J., Huang, N. & Zhou, Y. H. Laboratory measurement of
electrification of wind-blown sands and simulation of its effect on sand
saltation movement. J. Geophys. Res. -Atmos. 108, 4322 (2003).

13. Zheng, X. J., Huang, N. & Zhou, Y. H. The effect of electrostatic force on the
evolution of sand saltation cloud. Eur. Phys. J. E 19, 129–138 (2006).

14. Zhang, H., Zheng, X. J. & Bo, T. L. Electric fields in unsteady wind-blown
sand. Eur. Phys. J. E 37, 13 (2014).

15. Crozier, W. D. The electric field of a New Mexico dust devil. J. Geophys. Res.
69, 5427–5429 (1964).

16. Jackson, T. L. & Farrell, W. M. Electrostatic fields in dust devils: an analog to
Mars. IEEE Trans. Geosci. Remote Sens. 44, 2942–2949 (2006).

17. Rudge, W. A. D. Atmospheric electrification during South African dust
storms. Nature 91, 31–32 (1913).

18. Kamra, A. K. Measurements of the electrical properties of dust storms. J.
Geophys. Res. 77, 5856–5869 (1972).

19. Williams, E. et al. The electrification of dust-lofting gust fronts (haboobs) in
the sahel. Atmos. Res. 91, 292–298 (2009).

20. Nicoll, K. A., Harrison, R. G. & Ulanowski, Z. Observation of Saharan dust
layer electrification. Environ. Res. Lett. 6, 014001 (2011).

21. Solomos, S. et al. Remote sensing and modelling analysis of the extreme dust
storm hitting the Middle East and eastern Mediterranean in September 2015.
Atmos. Chem. Phys. 17, 4063–4079 (2017).

22. Katz, S. et al. Electric properties of 8–12th Spetember, 2015 massive dust
outbreak over the Levant. Atmos. Res. 201, 218–225 (2018).

23. Silva, H. G. et al. Saharan dust electrification perceived by a triangle of
atmospheric electric stations in Southern Portugal. J. Electrost. 84, 106–120
(2016).

24. Yair, Y., Katz, S., Yaniv, R., Ziv, B. & Price, C. An electrified dust storm over
the Negev desert, Israel. Atmos. Res. 181, 62–71 (2016).

25. Esposito, F. et al. The role of the atmospheric electric field in the dust lifting
process. Geophys. Res. Lett. 43, 5501–5508 (2016).

26. Zhang, H., Bo, T. L. & Zheng, X. Evaluation of the electrical properties of dust
storms by multi-parameter observations and theoretical calculations. Earth
Planet. Sci. Lett. 461, 141–150 (2017).

27. Zhang, H. & Zheng, X. J. Quantifying the large-scale electrification
equilibrium effects in dust storms using field observations at Qingtu Lake
Observatory. Atmos. Chem. Phys. 18, 17087–17097 (2018).

28. Schmidt, D. S., Schmidt, R. A. & Dent, J. D. Electrostatic force in blowing
snow. Bound. -Layer. Meteor. 93, 29–45 (1999).

29. Yair, Y., Reuveni, Y., Katz, S., Price, C. & Yaniv, R. Strong electric fields
observed during snow storms on Mt. Hermon, Israel. Atmos. Res. 215,
208–213 (2019).

30. Stolzenburg, M. & Marshall, T. C. Testing models of thunderstorm charge
distributions with Coulomb’s law. J. Geophys. Res. -Atmos. 99, 25921–25932
(2012).

31. Aizawa, K., Yokoo, A., Kanda, W., Ogawa, Y. & Iguchi, M. Magnetotelluric
pulses generated by volcanic lightning at Sakurajima volcano, Japan. Geophys.
Res. Lett. 37, L17301 (2010).

32. Behnke, S. A., Thomas, R. J., Krehbiel, P. R. & Rison, W. The 2010 eruption of
Eyjafjallajökull: lightning and plume charge structure. J. Geophys. Res. -Atmos.
119, 833–859 (2014).

33. Woodhouse, M. J. & Behnke, S. A. Charge structure in volcanic plumes: a
comparison of plume properties predicted by an integral plume model to
observations of volcanic lightning during the 2010 eruption of Eyjafjallajökull,
Iceland. Bull. Volcanol. 76, 828 (2014).

34. Song, D. & Mehrani, P. Mechanism of particle build-up on gas-solid
fluidization column wall due to electrostatic charge generation. Powder
Technol. 316, 166–170 (2017).

35. Poppe, T., Blum, J. & Henning, T. Experiments on collisional grain charging
of micron-sized preplanetary dust. Astrophys. J. 533, 472 (2000).

36. Kok, J. F. & Renno, N. O. Enhancement of the emission of mineral dust
aerosols by electric forces. Geophys. Res. Lett. 33, L19S10 (2006).

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18759-0 ARTICLE

NATURE COMMUNICATIONS |         (2020) 11:5072 | https://doi.org/10.1038/s41467-020-18759-0 | www.nature.com/naturecommunications 11

https://doi.org/10.6084/m9.figshare.12866744
www.nature.com/naturecommunications
www.nature.com/naturecommunications


37. Zhou, Y. H., He, Q. S. & Zheng, X. J. Attenuation of electromagnetic wave
propagation in sandstorms incorporating charged sand particles. Eur. Phys. J.
E 17, 181–187 (2005).

38. Gilbert, J. S., Lane, S. J., Sparks, R. S. J. & Koyaguchi, T. Charge measurements
on particle fallout from a volcanic plume. Nature 349, 598–600 (1991).

39. Lee, V., Waitukaitis, S. R., Miskin, M. Z. & Jaeger, H. M. Direct observation of
particle interactions and clustering in charged granular streams. Nat. Phys. 11,
733–737 (2015).

40. Durán, O., Claudin, P. & Andreotti, B. On aeolian transport: grain-scale
interactions, dynamical mechanisms and scaling laws. Aeolian Res. 3, 243–270
(2011).

41. Minier, J. P. Statistical descriptions of polydisperse turbulent two-phase flows.
Phys. Rep. -Rev. Sec. Phys. Lett. 665, 1–122 (2016).

42. Renno, N. O. & Kok, J. F. Electrical activity and dust lifting on Earth, Mars,
and beyond. Space Sci. Rev. 137, 419–434 (2008).

43. Karnik, A. U. & Shrimpton, J. S. Mitigation of preferential concentration of
small inertial particles in stationary isotropic turbulence using electrical and
gravitational body forces. Phys. Fluids 24, 073301 (2012).

44. Cimarelli, C., Alatorre-lbarguengoitia, M. A., Kueppers, U., Scheu, B. &
Dingwell, D. B. Experimental generation of volcanic lightning. Geology 42,
79–82 (2014).

45. Renzo, M. D. & Urzay, J. Aerodynamic generation of electric fields in
turbulence laden with charged inertial particles. Nat. Commun. 9, 1676 (2018).

46. Pollack, G. L. & Stump, D. R. Electromagnetism (Addison Wesley, San
Francisco, 2002).

47. Tikhonov, A. N. & Arsenin, V. I. Solutions of Ill-Posed Problems (John Wiley
& Sons, Washington, D.C., 1977).

48. Zhdanov, M. S. Inverse Theory and Applications in Geophysics (Elsevier,
Amsterdam, 2015).

49. Tikhonov, A. N., Goncharsky, A. V., Stepanov, V. V. & Yagola, A. G.
Numerical Methods For the Solution of Ill-Posed Problems (Springer,
Dordrecht, 1995).

50. Shao, Y. Physics and Modelling of Wind Erosion (Springer, Dordrecht, 2008).
51. Robinson, D. A., Cooper, J. D. & Gardner, C. M. K. Modelling the relative

permittivity of soils using soil hygroscopic water content. J. Hydrol. 255,
39–49 (2002).

52. Hansen, P. C. The truncated SVD as a method for regularization. Bit 27,
534–553 (1987).

53. Hansen, P. C. Regularization tools: a Matlab package for analysis and solution
of discrete ill-posed problems. Numer. Algorithms 6, 1–35 (1994).

54. Miller, C. A., Williams-Jones, G., Fournier, D. & Witter, J. 3D gravity
inversion and thermodynamic modelling reveal properties of shallow silicic
magma reservoir beneath Laguna del Maule, Chile. Earth Planet. Sci. Lett. 459,
14–27 (2017).

55. Iglesias, M. A. A regularizing iterative ensemble Kalman method for PDE-
constrained inverse problems. Inverse Probl. 32, 025002 (2016).

56. Kriukova, G., Pereverzyev Jr, S. & Tkachenko, P. Nyström type subsampling
analyzed as a regularized projection. Inverse Probl. 33, 074001 (2017).

57. Yair, Y. & Levin, Z. Charging of polydispersed aerosol particles by attachment
of atmospheric ions. J. Geophys. Res. 94, 13085–13091 (1989).

58. Hoppel, W. A. & Frick, G. M. Ion-aerosol attachment coefficients and the
steady-state charge distribution on aerosols in a bipolar ion environment.
Aerosol Sci. Technol. 5, 1–21 (1986).

59. Eaton, J. K. & Fessler, J. R. Preferential concentration of particles by
turbulence. Int. J. Multiph. Flow. 20, 169–209 (1994).

60. Lukas, M. A. Robust generalized cross-validation for choosing the
regularization parameter. Inverse Probl. 22, 1883 (2006).

61. Wahba, G. Practical approximate solutions to linear operator equations when
the data are noisy. SIAM J. Numer. Anal. 14, 651–667 (1977).

62. Martin, R. L. & Kok, J. F. Wind-invariant saltation heights imply linear scaling
of aeolian saltation flux with shear stress. Sci. Adv. 3, e1602569 (2017).

63. Daubechies, I. The wavelet transform, time-frequency localization and signal
analysis. IEEE Trans. Inf. Theory 36, 961–1005 (1990).

64. Percival, D. B. & Walden, A. T. Wavelet Methods For Time Series Analysis
Ch. 4 (Cambridge University Press, Cambridge, 2000).

65. Fee, D. et al. Eruption mass estimation using infrasound waveform inversion
and ash and gas measurements: Evaluation at Sakurajima Volcano, Japan.
Earth Planet. Sci. Lett. 480, 42–52 (2017).

66. Kim, K., Fee, D., Yokoo, A. & Lees, J. M. Acoustic source inversion to estimate
volume flux from volcanic explosions. Geophys. Res. Lett. 42, 5243–5249
(2015).

67. Malcolm, L. P. & Raupach, M. R. Measurements in an air settling tube of the
terminal velocity distribution of soil material. J. Geophys. Res. -Atmos. 96,
15275–15286 (1991).

68. Pope, S. B. Turbulent Flows Ch. 7 (Cambridge University Press, Cambridge,
2000).

Acknowledgements
This work was supported by the National Natural Science Foundation of China (No.
11802109), the Young Elite Scientists Sponsorship Program by CAST (No.
2017QNRC001), and the Fundamental Research Funds for the Central Universities (No.
lzujbky-2018-7).

Author contributions
Y.H.Z. designed and organized the research and its approach, as well as analyzed the
results. H.Z. carried out the field observations, analyzed the data, and performed the
inverse calculations. All authors contributed to the paper.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41467-
020-18759-0.

Correspondence and requests for materials should be addressed to Y.-H.Z.

Peer review information Nature Communications thanks Yoav Yair and the other,
anonymous, reviewer(s) for their contribution to the peer review of this work. Peer
reviewer reports are available.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2020

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18759-0

12 NATURE COMMUNICATIONS |         (2020) 11:5072 | https://doi.org/10.1038/s41467-020-18759-0 | www.nature.com/naturecommunications

https://doi.org/10.1038/s41467-020-18759-0
https://doi.org/10.1038/s41467-020-18759-0
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
www.nature.com/naturecommunications

	Reconstructing the electrical structure of dust storms from locally observed electric field data
	Results
	E-field measurements during dust storms
	Constrained optimization for inverse space-charge
	Verification of the inversion method
	Structures of space-charge and E-field
	Multi-point large-scale charge equilibrium

	Discussion
	Methods
	Discretization of the forward model
	Solving the inverse space-charge problem
	Extraction of time-varying mean by the discrete wavelet transform
	Residual analysis
	GLA-based space-charge density
	Estimating particle’s stokes number

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




