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a  b  s  t  r  a  c  t

Background:  COVID-19  diagnosis  in symptomatic  patients  is  an important  factor  for  arranging  the
necessary  lifesaving  facilities  like  ICU care  and  ventilator  support.  For  this  purpose,  we designed  a
computer-aided  diagnosis  and  severity  detection  method  by  using  transfer  learning  and  a back  prop-
agation  neural  network.
Method: To  increase  the  learning  capability,  we  used  data  augmentation.  Most  of  the  previously  done
works  in  this  area  concentrate  on  private  datasets,  but we  used  two  publicly  available  datasets.  The
first  section  diagnose  COVID-19  from  the  input  CT  image  using  the  transfer  learning  of  the  pre-trained
network  ResNet-50.  We  used  ResNet-50  and  DenseNet-201  pre-trained  networks  for  feature  extraction
and  trained  a back  propagation  neural  network  to  classify  it into  High,  Medium,  and  Low  severity.
Results:  The  proposed  method  for COVID-19  diagnosis  gave  an  accuracy  of 98.5%  compared  with  the state-
of-the-art  methods.  The  experimental  evaluation  shows  that  combining  the  ResNet-50  and  DenseNet-201
features  gave  more  accurate  results  with  the  test  data.  The  proposed  system  for  COVID-19  severity  detec-
tion gave  better  average  classification  accuracy  of  97.84%  compared  with the  state-of-the-art  methods.
This  enables  medical  practitioners  to identify  the  resources  and  treatment  plans  correctly.

Conclusions:  This  work  is useful  in  the medical  field  as  a first-line  severity  risk  detection  that  is helpful
for  medical  personnel  to plan patient  care  and  assess  the  need  for  ICU  facilities  and  ventilator  support.
A  computer-aided  system  that  is  helpful  to make  a care  plan  for the  huge  amount  of patient  inflow  each
day  is sure  to be an  asset  in  these  turbulent  times.

©  2021  The  Author(s).  Published  by  Elsevier  Ltd on  behalf  of King  Saud  Bin  Abdulaziz  University  for
Health  Sciences.  This  is  an open  access  article  under  the  CC  BY  license  (http://creativecommons.org/

C
P
m
C
t
i
f
d
N

Introduction

Coronaviruses cause infections in the lungs and lead to more
severe Middle East Respiratory Syndrome and Severe Acute Res-
piratory Syndrome cases. The World Health Organization (WHO)
announced COVID-19 as a Public Health Emergency of Interna-
tional Concern (PHEIC) on January 31, 2020 [1]. On 23rd April, the
COVID-19 update by the WHO  announced that globally, there were
144,358,956 confirmed cases of COVID-19, including 3,066,113
deaths. Coronaviruses are zoonotic, which means it can be trans-

mitted between animals and people, and the spreading rate is also
high. It is essential to diagnose the disease so that the patient can
be isolated as soon as possible.
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Many methods have been used to confirm the suspected
OVID-19 cases by clinicians, like real-time Reverse Transcription
olymerase Chain Reaction (RT-PCR), nonPCR tests such as isother-
al  nucleic acid amplification technology [2] non-contrast chest

omputed Tomography (CT) and radiographs [3], etc. The RT-PCR
est has been widely used to confirm COVID-19. The serial CT
maging is helpful to assess the severity of the lung involvement
or COVID-19 patients. Number of works were reported for the
etection of COVID-19 from X-ray image data set. The COVIDX-
et, a deep learning framework was developed by Hemdan et al.

4]. In this work, they analysed the performance of DenseNet-
01,VGG19, InceptionV3, ResNetV2, Inception, Xception ResNetV2,
nd MobileNetV2. They used the data by [5,6]. From the analy-
is, the results obtained from VGG19 and DenseNet-201 models
erformed well with an accuracy of 90%. A tailored deep learning-

ased framework, COVID-Net, was  developed by Wang and Wong
o detect COVID-19 from chest X-ray images [7]. The architecture
onsists of 1 × 1 convolutions, depth-wise and residual architec-
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Fig. 1. Examples of CT COVID-19 images (positive cases top row

ture. They proposed a multi-classification as normal, viral infection,
bacterial infection, and COVID-19 infection. They used the data set
provided by [5,8] and got an accuracy of 83.5%. A study conducted
by Aditya Borakati et al. analyzed the efficiency of common imag-
ing modalities, chest X-ray (CXR) and CT, for diagnosis of COVID-19
[9]. In conclusion, the CT has more diagnostic performance than
the CXR for COVID-19. CT should be strongly considered in the ini-
tial assessment for suspected COVID-19. There exist many methods
for the detection of COVID-19 from the CT images. To diagnose the
COVID-19, a self-supervised learning with transfer learning was
proposed by He et al. [10]. Zhao et al. proposed a multi-tasking
learning approach for the binary classification for COVID-19 [11].
To avoid the scarcity of the limited benchmark datasets for COVID-
19, especially in chest CT images, Loey et al. proposed a method
that uses data augmentation and CGAN to generate more CT images
[12]. Liu et al. proposed a Lesion-Attention Deep Neural Network
to perform the binary classification from the chest CT images [13].
The machine learning methods were explored by Barstugan et al.
by making use of different feature extraction methods and support
vector machine as a classifier [14]. Wang et al. proposed a method
which utilizes a weakly supervised framework for COVID-19 classi-
fication [15]. They used the UNet architecture and got an accuracy
of 90.10%.

Pathak et al. developed a Deep Transfer Learning method based
on ResNet-50 and the 2D Convolutional Neural Network (CNN) [16].
An attention-based deep learning method was proposed by Han
et al. [17]. Harmon et al. developed a lung segmentation algorithm
to identify and localize whole lung regions for the prediction of
COVID-19 disease [18].

COVID-19 can lead to pneumonia, Acute Respiratory Distress
Syndrome (ARDS), and similar life-threatening situations. Hence,
timely detection and assessment of severity and prognosis are
important in the procurement of life-saving measures like ICU
care and ventilator support. CT imaging is very helpful in diagnos-
ing and assessing the severity of COVID-19 patients. The CO-RADS
classification is a standardised reporting system for patients with
suspected COVID-19 infection developed for a moderate to high
prevalence setting. Based on the CT findings, the level of suspicion
of COVID-19 infection is graded from very low or CO-RADS 1 up

to very high or CO-RADS 5 and the severity and stage of the dis-
ease is determined with remarks on comorbidity and a differential
diagnosis.
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ative cases bottom row) from the SARS-CoV-2 CT-scan dataset.

We  are proposing a two-stage architecture for symptomatic
OVID-19 patients; first, COVID-19 Detection – to detect whether

 patient has COVID-19, second, COVID-19 Severity Detection – to
etect the severity condition of the patient. This work advances
tate-of-the-art methods in COVID-19 detection and severity pre-
iction. To improve the performance of deep learning architecture,
e used data augmentation to increase the number of samples.

he training and testing are performed on the publicly available
ata set. To get a proper dataset, combined the SARS-CoV-2 CT-scan
ataset [19] and the COVID CT data set [11]. To avoid the gradient
anishing problem, we  used the ResNet-50 and the DenseNet-201
rchitecture. The results obtained are totally in-line with the CO-
ADS clinical finding, which provides emphasis to our proposal.

aterials and methods

ataset

For the COVID-19 Severity detection, the metadata of the
atient’s CT images is also needed. So here we  used two publicly
vailable data set which was really proven.

ARS-CoV-2 CT-scan dataset
The SARS-CoV-2 CT-scan dataset [19] contains both positive and

egative data; the data is collected from both males and females.
he data set consists of 2482 CT scans, 1252 images are positive,
nd 1230 images are negative. The images have no standard size.
ig. 1. shows a sample image from this data set.

OVID-CT dataset
The authors [11] used PyMuPDF software to extract images of

atients infected with COVID-19 from scientific articles, and images
ere collected from hospitals. Metadata were manually extracted

nd associated with each image: patient age, gender, location, med-
cal history, scan time, the severity of COVID-19, and medical report.
he data set consists of 349 COVID-19 images and 463 non-COVID-
9 CT images. But, the non-COVID images consist of other lung

nfections.

Comparing with the SARS-CoV-2 CT-scan dataset, the non-

OVID CT images are more complex, and it is really a challenging
ask to distinguish as either COVID or non-COVID. Fig. 2 shows the
ample COVID-19 and non-COVID-19 images.
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Fig. 2. Examples of CT COVID-19 images (positive cases to

The proposed work aims to find whether a person is COVID
positive and assess the patient’s severity condition so that the
medical team can prepare the facilities needed in advance, such
as a ventilator, availability of oxygen, etc. The [11] contains 349
COVID-19 images with the details to predict each patient’s sever-
ity condition. To build a fully automatic system, we  consider the
data set [11,19]. Since the metadata regarding the COVID-19 sever-
ity is available with [11], we took COVID-19 positive samples from
[11]. 60% of positive data randomly chosen for testing including
high, low, medium severity conditions. For the remaining data,
augmentation is applied to get many samples. We  used the data
augmentation rotation in the range of −30 to 30, shear in the
range of −20 to 20, and RandXscale in the range of 0.8 to 1.2.
Since we have enough COVID-19 negative sample images, we
do not apply any augmentation for non-COVID images and the
images are taken from the dataset [19]. Fig. 3 shows the aug-
mentation performed in the proposed method to improve the
classification accuracy for COVID-19 severity detection. Table 1
shows the splitting up of data for the training, validation, and test-
ing.

Methodology

We  developed a two-stage architecture for the severity detec-
tion of COVID-19 patients. If the input CT image is inputted to the
architecture, The COVID-19 detection module detects whether that
patient has COVID-19 or not. If the patient is diagnosed with COVID-
19, the COVID-19 severity detection module finds out the severity
of that patient. For the detection of severity, serial CT images of a
single patient over two weeks are analyzed to create the severity
prediction model. The overall architecture of the proposed system
is shown in Fig. 4.

In the COVID-19 detection, after preprocessing the input images,
a ResNet-50 architecture is used to identify COVID-19. In the
COVID-19 severity detection system, we utilize two pre-trained
networks, Resnet-50, DenseNet-201, and a backpropagation net-
work, to determine the severity of the COVID-19.

Preprocessing
The preprocessing is carried out to make the input images are
of same size and same bit depth. The images are resized to the
corresponding CNN’s input size.
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 (negative cases bottom row) from the COVID-CT dataset.

OVID-19 detection

Deep learning is a subfield of an artificial neural network consist-
ng of algorithms inspired by the brain’s function. In Deep Learning,
eature extraction is done by itself with the help of several convo-
utional filters. Each layer of the deep learning architecture learns
ifferent features. By changing the filter size, it can generate more
eature maps. These tensor of feature maps are utilized to solve
he problem. Different deep learning architectures are designed
y varying the number of convolutional layers, activation func-
ions, pooling methodologies, etc. There exists several pre-trained
eep learning architectures such as AlexNet, GoogLeNet, ResNet,
GG-16, VGG-19, etc. When we  used a pre-trained system with-
ut its last layer, it acts as a good feature extractor for the input
mages. We analyzed the performance of various pre-trained net-

orks such as Alexnet, VGG-16, VGG-19, ResNet-50, ResNet-101,
nd with DenseNet-201 for detecting the COVID-19 disease. The
esults are shown in Table 2. From the experiments, it was observed
hat ResNet-50 provided the best results.

ResNet, can input an image of size 224 × 224 × 3 is the short
ame of Residual Network that supports Residual Learning. Fig. 5
hows the detailed architecture of the COVID-19 detection. In
esNet-50, at the first layer, a kernel size of 7 * 7 convolution and
4 different kernels, all with a stride of size two, is used. After that,
ax-pooling with a stride of size two  is used. In the second convo-

ution, there exists a kernel size of 1 × 1, 3 × 3, 1 × 1, 64, 64, and 256
ernels, respectively. These 3 layers are repeated three times, thus
etting a 9-layer feature map. The third block consists of a kernel
ize of 1 × 1, 128 kernel, 3 × 3 128 kernels, and 1 × 1 512 kernels.
t is repeated for four times, giving a feature map  of 12 layers. The
ext block has a kernel size of 1 × 1, 3 × 3, 1 × 1, 256, 256, and 1024
ernels. This process is repeated six times, giving a total of 18 lay-
rs. Then next block contains 1 × 1,512 kernels with two more of

 × 3, 512 and 1 × 1, 2048, which was  repeated three times, giv-
ng us a total of 9 layers. Finally, the network has an average pool
ollowed by a fully connected layer with 1000 nodes and a soft-

ax function. The gradient vanishing problem caused while CNN
ddresses the complex problem can be solved using skip connec-
ions. By using skip connections, the layer activations of a particular
ayer are added directly to the activation of some other layer that
s deeper in the network. There exist more skip connections and
he Rectified Linear Unit (ReLU) activation function used in the

esNet-50. It is a convolutional neural network that has 50 layers
eep.

7
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Fig. 3. Augmentation used by the proposed method.

Table 1
Dataset used for the proposed work with data augmentation.

Category Data Training data Validation data Testing data

COVID-19 +ve images 349 466 (augmen
COVID-19 −ve images 736 466 

Table 2
Evaluation of different pre-trained network.

Pre-trained network Accuracy (%)

AlexNet 93.71
VGG-16 94.62
VGG-19 93.56
ResNet-50 98.5
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ResNet-101 95.32
DenseNet-201 97.95

COVID-19 severity detection

If the system diagnosed the input image as a COVID-19, the
Severity Detection module processes the CT image. Fig. 6 shows
the architecture of the severity detection method for COVID-19
patients. Here COVID-19 positive images of various severity levels
are given as input. The metadata of 349 images in the dataset are
augmented to get a good number of samples. While analyzing, it is
observed that the ResNet-50 and DenseNet-201 are giving the most
accurate results. So the training sets and the validation sets features
are extracted using the well-known ResNet-50 and DenseNet-201.
From the fully connected layer ’fc1000’ of ResNet-50 we  got 1000
features.
In DenseNet-201, network connects each layer to every succeed-
ing layer in a feed-forward manner. So, it is referred to as Dense
Convolutional Network (DenseNet-201). The feature maps of all
the preceding layers are used as input for each succeeding layer. In

a
t
s
S

143
ted) 82 (augmented) 212
82 188

his network, each layer receiving a ’collective knowledge’ from all
he preceding layers. In the DenseNet-201, the connection is added
rom every previous layer. The advantages of the DenseNet are, the
anishing problem is reduced since it contains feature maps of all
receding layers. It strengthens feature propagations, and it also
as less number of parameters.

For this work, the features are extracted from the fully con-
ected layer ’fc1000’. That is, in total, we got 2000 image features.
ince we have many images, and for each image, we  extracted 2000
mage features, the dimensionality is reduced using Principal Com-
onent Analysis (PCA). The reduced feature set is fed as the input to
he feed-forward network and is used to classify the input images
nto High, Medium, and Low severity. The number of hidden layer
eurons used is 10, and the activation function used is Sigmoid.
ince weights are adjusted in the steepest descent direction, the
ackpropagation algorithm does not guarantee the fastest conver-
ence. To avoid that, in this work, we used the scaled conjugate
radient backpropagation. Because of the searching along with the
onjugate directions in this method produce faster convergence.

esults and discussions

The results of this study indicate that it was possible to construct

n accurate model to find the detection and the severity condi-
ion of the patients. To measure the prediction performance in this
tudy, we utilized common evaluation metrics such as Specificity,
ensitivity, Accuracy, and F1-Score.
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Fig. 4. Architecture of the proposed system.

e COV

S

Fig. 5. Architecture for th

Specificity: It is defined as the ratio of true negatives (the clas-

sifier returned) to the total negatives and can be calculated as:

Specificity = TN

TN + FP
(1)

a

S

143
ID-19 diagnosis system.

ensitivity: It is defined as the ratio of true positives to the total

ctual positive and can be calculated as:

ensitivity = TP

TP + FN
(2)
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Fig. 6. Architecture for the COVID-19 severity detection system.

Fig. 7. Convergence graph of accuracy and loss function using ResNet-50.

1440
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Table  3
Accuracy evaluation of the network with different epochs.

Number of epochs Validation (%) Testing (%)

15 93.27 92.80
25  96.34 97.10
30  98.23 98.5
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Fig. 8. Confusion matrix for the COVID-19 diagnosis system.

Accuracy: The accuracy will give the recognition rate of the clas-
sifier. It is defined as the ratio of the correct predictions by the
classifier to the total number of input data and can be calculated
as:

Accuracy = TP + TN

TP + TN + FP + FN
(3)

F1-score: It is another metric to identity the usefulness of a classifier
and it considers both the precision and recall. The higher the F1-
score better the predictive power of the classification algorithm. It
can be calculated as:

F1 − Score = 2 × precision × recall

precision + recall
(4)

1. COVID-19 detection

For COVID-19 detection, we trained the ResNet-50 with var-
ious initialization parameters. We  tried with 10, 15, 25, and 30
epochs. The performance of COVID-19 detection is analyzed using
Specificity, Sensitivity, Accuracy and F1-Score. Fig. 7 shows the Con-
vergence graph of Accuracy and loss function using the ResNet-50
model for the 30th epoch.

Table 3shows the accuracy, while analyzed the network with
the same hyper parameters with various epochs. From the exper-
iments, we identified that the ResNet-50 with 30th iteration gives
better performance.

Table 4 shows the outputs we got from the first section of
the proposed method. The method gives a better accuracy 98.5%.
Fig. 8shows the corresponding confusion matrix. Here out of 212
COVID-19 images, 209 images are classified into the correspond-

ing class, and only 3 of them are misclassified in the non-COVID-19
class, thus getting a precision of 98.58%. And from a total of 188
non-COVID-19 images, only 3 of them are misclassified. The ROC
curve corresponding to the output is shown in Fig. 9. The value of

g
C
4
u

144
Fig. 9. ROC for the COVID-19 diagnosis system.

rea Under the Curve (AUC) is 99.19%, which measures a classifier’s
erformance.

Based on the literature and the survey conducted by Ozsahin
t al. [20] several works are reported. Table 5 shows a comparison
f the proposed method with the state-of-the-art methods. Various
ethods used a different number of images for training and testing.
He et al. used transfer learning approach and the COVID-19 CT

ataset, which contains 349 positive CT scans with clinical findings
f COVID-19 and 397 negative images and gets an accuracy of 86%
10].

Zhao et al. created a COVID-19 data set and proposed a multi-
asking learning approach for the binary classification of COVID-19
11]. They got an accuracy of 89%.

Loey et al. explored five different CNN models, namely, VGG16,
lexNet, VGG19, ResNet-50, and GoogleNet used 349 COVID CT
cans and 397 non-COVID CT scans [12]. By analysis, they iden-
ified that ResNet-50 is the best performing model and achieved an
ccuracy of 82.91%. LA-DNN proposed by Liu et al. used 746 public
hest positive CT images [13]. Here they performed a binary classi-
cation and a description of five lesions on the CT images associated
ith the positive cases. They got an accuracy of 88.6%.

The work proposed by Wang et al. used 3D CT volumes for
OVID-19 classification [15]. Each patient’s lung region is extracted
sing a trained UNet and inputted to a 3D deep neural network to
redict the probability of COVID-19 infected portions. Here 499 CT
olumes were used for training, and 131 CT volumes were used for
esting, got an accuracy of 90.1%.

Pathak et al. used the ResNet-50 and a 2D CNN for the clas-
ification [16]. Additionally, a top-2 smooth loss function with
ost-sensitive attributes is also utilized to handle noisy and imbal-
nced COVID-19 dataset kind of problems. They got an accuracy of
3.02%

In the work proposed by Han et al., each 3D chest CT was
ssigned a patient-level label [17]. 3D instances of all infection
reas semantically generated by AD3D-MIL. The AD3D-MIL learned
ernoulli distributions of the bag level labels. They got an accuracy
f 97.9%.

The work by Harmon et al. the lung segmentation model was
rained using AH-Net architecture [18]. The network trained with
IDC dataset consisting of 1018 images and 95 in-house CT volumes.
enseNet-121 architecture is used for classification purposes. They

ot an accuracy of 90.8%. Jin et al. proposed a method based on
NN and they achieved an accuracy of 94.98% with a data set of
96 COVID-19 and 1385 non-COVID 19 images [21]. Ahuja et al.
sed data augmentation and used ResNet-18 for the classification

1
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Table  4
Results obtained from the proposed COVID-19 detection method.

Sensitivity (%) Specificity (%) Precision (%) Accuracy (%) F1-score (%) AUC (%)

98.58 98.40 98.58 98.5 98.58 99.19

Table 5
Evaluation of COVID-19 detection system with different state-of-the-art methods.

Number of subjects Method Sensitivity (%) Specificity
(%)

Accuracy
(%)

F1-score
(%)

349 COVID-19397 non-COVID-19 Self-supervised learning with
transfer learning, DenseNet-201
[10]

NA NA 86 85

349  COVID-19
463 non-COVID-19

Multi-tasking learning approach
[11]

NA NA 89 90

349  COVID-19
397 non-COVID-19

Different CNN models AlexNet,
VGGNet16, VGGNet19, GoogleNet,
ResNet50 [12]

NA NA 82.91 NA

564  COVID-19
660 non-COVID-19

VGG16 based lesion attention DNN
[13]

88.80 NA 88.60 87.9

313  COVID-19
229 non-COVID-19

UNet [15] 90.70 91.1 90.10 NA

413  COVID-19
439 non-COVID-19

ResNet-50 + 2D CNN [16] 91.46 94.78 93.02 NA

230  COVID-19
130 normal

AD3D-MIL [17] 97.90 NA 97.90 97.90

1029  COVID-19
1695 non-COVID-19

AH-Net DenseNet-201 [18] 84.0 93.0 90.80 NA

496  COVID-19
1385 others

CNN [21] 94.06 95.47 94.98 NA

349  COVID-19 ResNet18 [22] 100 98.60 99.40 99.5

98.58 98.40 98.5 98.58

F

C

d

397 non-COVID-19
760  COVID-19 by augmentation

736 non-COVID-19
ResNet-50 with data augmentation
[proposed work]

[22]. They got an accuracy of 99.4% with a data set of 349 COVID-19
and 397 non-COVID-19 images. The proposed method used publicly
available datasets and got an accuracy of 98.5% for the COVID-19
diagnosis.

2. Severity detection

Every hospital has a limited number of ICU facilities and venti-
lators and hence, the detection of the severity of lung involvement
and subsequent need for advanced life support care is extremely
important. With the staggering number of people being admitted
into hospitals each day, a system which can assess patient condi-
tion and make a calculated risk analysis has become the need of
the hour. Since this study’s main objective is to classify the severity
level of patients, various statistical measures like confusion matrix,
specificity, sensitivity, F1-score, and accuracy is employed for this
purpose.

The results obtained for severity detection are shown in Table 6.
Since it is a multiclass problem, the performance measures are cal-
culated for each of the classes [23]. Confusion matrix obtained from
the Back propagation Neural Network shown in Fig. 10.

The method achieved a good result with an overall average accu-
racy of 97.84%. Here class 1 is High severity, class 2 is Medium
severity, and class 3 is low severity. Out of 45 class1 (High) test
data, 44 are classified correctly. Out of 61 samples from class 2
(Medium), one is classified in class 1 (High), and 4 is classified in
class 3 (Low). For class 3, from a total of 103 images, four images are
misclassified into class2 (Medium). The ROC curve corresponding
to the output shown in Fig. 11.

Fig. 12 shows the best validation performance at epoch 43. Sev-

eral experiments with a different number of units in the hidden
layer and the number of epochs are carried out. After analyzing,
we fixed the number of epochs as 50. Fig. 12 shows the validation
performance of the neural network.

t
t
s
M
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ig. 10. Confusion matrix for the COVID-19 severity detection (High, Medium, Low).

omparison with other methods

Most of the existing works in this area have not used standard
atasets. Table 7 compares the proposed work with the state-of-
he-art methods. To the best of our knowledge, this is the first work

hat evaluates the accuracy of the severity detection method in a
tandard data set and detects three types of severity (High, Low,
edium).
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Table  6
Results obtained from the proposed COVID-19 severity detection method.

Classes Sensitivity (%) Specificity (%) Precision (%) Accuracy (%) F1-score (%)

High severity 97.78 99.39 97.78 99.04 97.78
Medium severity 91.80 96.62 91.80 95.22 98.03
Low  severity 96.12 96.23 96.12 96.17 96.12

Table 7
Evaluation of the proposed severity detection method with state-of-the-art methods.

Author Class Subject Method Performance metric Value

Changati et al. Lung infection
percentage

9749 chest CT volume Deep learning, deep
reinforcement learning
Ref. [2]

Pearson correlation
coefficient

0.92 for percentage
of opacity
(P < 0.001)

Shen  et al. Severe/non severe CT images from 44
patients

Thresholding and
adaptive region
growing Ref. [26]

Pearson correlation
coefficient

r ranged from
0.7679 to 0.837,
P < 0.05

Xiao  et al. Severe/non severe 23,812 Covid-19
images

ResNet-34 Ref. [24] Precision AUC 81.3%
98.7%

Shan  et al. Segment and quantify
infection regions

549 CT volumes VBNet Ref. [27] Dice similarity
coefficient

91.6%10.0

Pu  et al. COVID-19 severity and
progression

72 COVID-19 and 120
others volumes

UNetBER Algorithm
Ref. [25]

Sensitivity
Specificity

95%84%

Tang et al. Severe/non severe Chest CT images of 176
patients

Random forest
algorithm Ref. [28]

Accuracy 87.5%

Proposed method Covid 19 severity
(High, Moderate, Low)

COVID-CT data set
(public) (349 images
with metadata)

ResNet-50 and
Densenet-201
algorithm

Sensitivity
SpecificityPrecision
Accuracy

95.23%97.41%95.3%
97.84%

t
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Fig. 11. ROC for the COVID-19 severity detection (High, Medium, Low).

To find out the severity, Changati et al. used a DenseUNet
with anisotropic kernels for segmenting the infected regions
[2]. The severity of lung and lobe involvement was  measured
in this study. For the COVID-19 cases, the Pearson Correlation
Coefficient between prediction and ground truth is calculated. Per-
centage of Opacity (PO), Percentage of High Opacity (PHO), Lung
Severity Score (LSS), and Lung High Opacity Score (LHOS) are cal-
culated.

The method proposed by Shen et al. used thresholding and adap-
tive region growing for segmenting the lung volume [26]. Then the
pulmonary vessels are segmented and subtracted from the lung

region. After that the detection of pneumonia is performed and cal-
culated Pearson correlation between lesion percentage determined
by radiologists and the proposed method.

T
o
8

144
Fig. 12. Validation performance of the back propagation neural network.

Xiao et al. proposed a binary classification method to categorize
he image as either severe or non-severe with the help of ResNet-
4 [24]. Five-fold cross-validation is performed and used 23,812
T images. He achieved the prediction quality of detecting severity
nd nonseverity of 87.50% and 78.46%.

Shan et al. proposed VB-Net neural network for infec-
ion segmentation [27]. He used the Dice similarity coefficient
s an evaluation metric and got a Dice similarity coefficient
f 91.6% ± 10.0 between the ground truth and the proposed
ethod.
Pu et al. used UNet architecture to first segment the lung bound-

ry and the major vessels; then these two images are registered
ith the help of bidirectional elastic registration algorithm [25]. To
etect the regions associated with pneumonia, a threshold is calcu-

ated by finding out the average density of the middle of the lungs.

hey used a private data set that consists of 72 COVID-19 and 120
ther images. He achieved a sensitivity of 95% and specificity of
4%.
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Tang et al. explore the machine learning algorithm, Random for-
est, for detecting the severity of COVID-19 patients as severe or
non-severe, got an accuracy of 87.5% [28].

The proposed method classified the COVID-19 CT image data
set into High, Medium, and Low severity and attained an excellent
classification accuracy of 97.84%.

Conclusion

As we are aware, the world is now struggling to contain the
spread of the new mutant strain of the COVID-19 virus, theoreti-
cally supposed to have a 70% more transmission rate. By this work,
we are proposing a computer-aided system for rapid diagnosis and
prognosis of a large number of CT samples in the shortest possi-
ble time. Here we have used the effectiveness of the pre-trained
model ResNet-50 for COVID-19 detection and feature extraction
by ResNet-50 and DenseNet-201 to estimate the severity of the
patients. This is the first model of its kind that can, in a single
architecture, both detect and assess the severity of the condition.
Earlier works in this area have built models using a significantly
less number of datasets. But we have taken a large number of
datasets and also yielded an impactful result from the same. The
proposed method gave an accuracy of 98.5% with a sensitivity of
98.58% of positivity detection. Similarly, we got an average accu-
racy of 97.84% for severity detection, which is a highly superlative
result compared to earlier works in the field. The proposed work
can have profound use in the medical field as a first-line severity
risk detection method that can help medical personnel plan patient
care, assess the need for ICU facilities and ventilator support. A
computer-aided system that can help make a care plan for the huge
amount of patient inflow each day is sure to be an asset in these
turbulent times. A future scope that we see for this proposed work
is a comparison study between the rate of transmission, the sever-
ity of lung involvement, and prognosis of patients affected with a
new mutant strain of COVID-19 and patients affected with an older
strain.

Limitations of the study

In this study, authors have used ResNet-50 architecture which
has an image input size of 224 × 224 for the covid-19 detection.
The combined features of ResNet-50 and DensNet-201 are used to
detect the severity condition of the patient. DenseNet-201 also has
an input processing capability of 224 × 224. By reducing the input
images’ size to give as input to the pre-trained network, there is
a chance of losing image information. Improved image warping
packages has been used while manipulating the images which has
helped to minimise such information mislays. Another issue while
dealing with the severity detection was the number of samples with
the ground truth this has been solved to a great extend by data
augmentation. A possible extension or future enhancement of this
work can be focusing on severity detection from 3D CT volumes.
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