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The rapid advancement of environmental sensing tech-
nologies and artificial intelligence (AI) has ushered in a

new era of data-driven environmental health research,
especially for the rapid development of exposomics.1,2 This
surge in data collection and analysis capabilities brings
unprecedented opportunities for scientific discovery, but also
raises critical ethical concerns. Data ethics, the moral
framework guiding data management, has become crucial for
environmental researchers. The proliferation of advanced
instruments, low-cost sensors, and digitalized knowledge has
led to an explosion of environmental data. Concurrently, AI
models can now derive complex patterns from these vast data
sets without traditional hypothesis testing and features
extraction, revolutionizing investigations into environmental
health issues. However, these advancements bring challenges.
Regulations like the EU’s General Data Protection Regulation
(GDPR) have set new standards for data protection,3

highlighting the need for robust ethical frameworks in
environmental health research. This study aims to explore
key ethical considerations in data-driven environmental health
studies, focusing on three main areas: data collection, analysis,
and sharing. We propose a checklist of ethical guidelines for
researchers, building upon existing frameworks.4 By addressing
these ethical challenges, we can promote responsible data
practices that maximize the benefits of AI and big data while
maintaining scientific integrity and protecting individual
privacy.

■ CHECKLIST

• Researchers should get updated training on data ethics
• Institutional Review Boards (IRB) approval is required

for human related studies
• Informed consent is required for human source data/

samples
• Sensitive data should be licesened for reuse
• Perform reproducible research
• Evaluate foundation model to avoid transfer learning

bias
• Explainable AI should be implemented to enhance

transparency and accountability
• Follow FAIR (Findable, Accessible, Interoperable,

Reusable) principle to share data

• Data should be deposed in secured repository with
encryption

■ DATA COLLECTION
Environmental health studies typically involve both observa-
tional and experimental data. For human-related data,
environmental epidemiology researchers have established
ethical guidelines,5 including ensuring no harm to individuals,
obtaining informed consent before research initiation, and
submitting protocols for review by IRB. Researchers should
meticulously record and archive data collection details, such as
sampling information, experimental design, questionnaires, and
consent statements, for tracking purposes. These protocols
should be published alongside research articles or referenced to
established methodologies.
Prior to data collection, it is crucial to clarify the intellectual

property rights and licenses for the data. For AI training
purposes, ensuring the data set represents the target population
is vital to prevent biases in model outcomes. As research
increasingly relies on portable devices or passive data collection
methods, the intended research usage must be clearly and
directly addressed in informed consent procedures.
Citizen science data, while valuable, requires careful

evaluation of accuracy, consent, and representation before
analysis. Simulated, resampled, or augmented data derived
from small sample sizes should be clearly labeled, especially for
AI-generated or modified content. For Internet-based environ-
mental health studies, researchers should adhere to established
ethical guidelines, such as those outlined in the Internet
Research: Ethical Guidelines.6

■ DATA ANALYSIS
Data analysis in environmental health studies encompasses
data preprocessing, statistical analysis, and model training,
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validation, and prediction. Each stage presents unique ethical
challenges that researchers must address.
In the preprocessing stage, protecting personal information

is paramount. Researchers should remove or encrypt personal
identifiers, and if such information is essential for the study,
prepare a secure codebook for controlled access. To mitigate
bias, consider using simulated data or downsampling
techniques to balance underrepresented subgroups.
The choice of software or programming language can

inadvertently introduce bias. For instance, different statistical
packages may use varying default settings for analyses like
ANOVA (R implement Type I, python use Type II, and SAS
choose Type III) to calculate the sums of squares.7 To ensure
transparency and reproducibility, researchers should document
and share software information, version numbers, and analysis
scripts. Open-source software is preferable to avoid paywalls
that might hinder validation by other researchers.
When using transfer learning or building models on top of

existing ones, it is crucial to assess the risk of bias propagation
from the foundation models.8 Researchers should document
and release model architecture, algorithms, and hyper-
parameter optimization processes to facilitate bias tracking.
AI has the potential for misuse. It can expedite the

identification of emerging compounds that pose a threat to
public health. This same methodology could also be employed
to drug discovery which might be linked to potential
biochemical weapons.9,10 As access to powerful AI becomes
more common, there’s a risk that such research outputs could
be misused. In such cases, those kinds of results should be
evaluated by individuals from diverse research backgrounds in
order to fully mitigate risks before the results are made public.
To address the “black box” nature of some AI models,

researchers should implement explainable AI (XAI) techni-
ques.11 Methods such as Grad-CAM for CNN models or
attention visualization for transformer models can help
interpret complex models. Perturbation-based methods can
also evaluate model performance by modifying inputs, helping
to validate models against known ground truths and extract
knowledge from the models.12

Computational resource usage is an emerging ethical
concern. Researchers should optimize code for efficient
power utilization and consider the carbon footprint of their
analyses. It is also important to credit software developers and
prepare code for various computational environments,
including cloud and high-performance computing.

■ DATA SHARING
In recent years, environmental health-related data has
increasingly been recognized as a public good,13 with scientific
journals, researchers, and funding agencies advocating for open
data sharing. The FAIR principles have emerged as guidelines
for scientific data management.14 However, data sharing raises
ethical concerns regarding data ownership, intellectual
property, credit attribution, privacy protection, and data
security.
Deidentification of shared data is crucial, especially for

human samples. Data sharing policies should undergo IRB
review and comply with local laws. For instance, researchers in
the United States must adhere to the Health Insurance
Portability and Accountability Act (HIPAA) when handling
protected health information (PHI). However, even with
identifiers removed, there’s a risk of reidentification, partic-
ularly with omics data.15 To address this, researchers should

consider implementing advanced protection measures such as
homomorphic encryption, privacy-preserving computation,
and permission-based access controls.
Clear licensing and ownership declarations are essential for

shared data. Data should be published in open-source formats
and made available for data mining. Researchers are
encouraged to publish their data in peer-reviewed data
journals, such as Scientific Data, which provide detailed
descriptions of data sets. Assigning unique identifiers (e.g.,
DOIs) to data sets, separate from associated papers, is
recommended. For data linked to journal articles, researchers
should practice reproducible research, sharing their analysis
process through tools like Jupyter Notebook or Quarto.
Data storage and accessibility are critical considerations.

Shared data should be deposited in professional, discipline-
specific repositories (e.g., Metabolomics Workbench for
metabolomics data) or general scientific repositories like
Zenodo or FigShare. For sensitive data requiring secure
transfer, research cyberinfrastructures like Globus can provide
HIPAA-compliant solutions.
As AI-generated or modified data becomes more prevalent,

implementing mechanisms to detect and label such data may
become necessary. This ensures transparency and allows users
to account for potential biases or limitations in AI-processed
data.
As we’ve discussed, ethical considerations permeate every

stage of the research process, from data collection and analysis
to sharing and storage. The responsible management of
research data extends far beyond text, figures, or audio; it
encompasses vast data sets containing hidden patterns that
require careful handling and interpretation. By adhering to
ethical frameworks and guidelines, researchers can harness the
power of AI and big data while mitigating potential risks.
These include preventing biased health condition prediction
models, ensuring equitable treatment and policy recommen-
dations, and safeguarding personal information from unin-
tended disclosure.
The checklist we’ve proposed serves as a starting point for

researchers to integrate ethical considerations into their work.
However, it is crucial to recognize that data ethics is an
evolving field. As technology advances and new ethical
challenges emerge, researchers must remain vigilant and
adaptable. Moreover, the implementation of ethical data
practices is not just a matter of compliance; it is fundamental
to the integrity and credibility of environmental health
research. By prioritizing transparency, fairness, and privacy
protection, researchers can build trust with study participants,
fellow scientists, and the public.
In conclusion, we urge environmental health researchers to

embrace these ethical frameworks as integral components of
their research methodology. By doing so, we can ensure that
the powerful tools of data science and AI serve to advance our
understanding of environmental health while upholding the
highest standards of scientific and ethical conduct.
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