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Pristine graphene has been considered one of the most promising materials because of its excellent

physical and chemical properties. However, various defects in graphene produced during synthesis or

fabrication hinder its performance for applications such as electronic devices, transparent electrodes,

and spintronic devices. Due to its intrinsic bandgap and nonmagnetic nature, it cannot be used in

nanoelectronics or spintronics. Intrinsic and extrinsic defects are ultimately introduced to tailor

electronic and magnetic properties and take advantage of their hidden potential. This article emphasizes

the current advancement of intrinsic and extrinsic defects in graphene for potential applications. We also

discuss the limitations and outlook for such defects in graphene.
1. Introduction

Carbon is essential for life on Earth. It is also important in
various technical applications, from pharmaceuticals to
synthetic materials. The carbon atom tends to create extensive
networks of covalent connections with other elements as well as
with itself. It features many different orbital hybridizations.
Elemental carbon exists in two natural allotropes: (i) diamond
containing sp3-hybridized carbon atoms and (ii) graphite con-
taining sp2-hybridized carbon atoms. However, in the late 20th
and early 21st centuries, fullerenes,1 carbon nanotubes,2 and
graphene3 were discovered one aer another.

Wallace rst investigated single-layer graphene in 1947
theoretically.4 However, it was rst isolated and identied in
2004,3 though they credit Hans-Peter Boehm and his co-workers
for the experimental discovery of graphene in 1962.5,6 Each
carbon atom in graphene bonds three nearest-neighbor carbon
atoms with sp2 hybridization of 2s, 2px, and 2py orbitals, and
2pz orbital forms a delocalized p and p* bands perpendicular to
the graphene plane. The p and p* bands cross the Dirac point.
Graphene has attractive physical properties since the two bands
have an almost linear dispersion near the Dirac point. As
a result, a vast number of experimental and theoretical research
have focused on the applications of graphene in sensors,7–9

nano-electronic devices,10,11 spin devices,12 catalysis,13 and
energy storage.14–16

The edge shapes of graphene nanoribbons (GNRs) are very
diverse, but the most representative ones are armchairs and
zigzag edges.17,18 The edge geometry is a key parameter that
determines the electronic properties of GNRs.19–22 One of the
exciting properties of graphene is its intrinsic magnetism
related to p electrons, which is advantageous over d- or f-
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electron-based magnetism because of weak spin–orbit interac-
tion and long electron spin coherence time. Although the
pristine two-dimensional (2D) innite graphene is non-
magnetic, theories predict and experiments conrm the
magnetic moments of zigzag-edged GNRs.22–25 In this way,
pristine graphene shows excellent electronic and magnetic
properties at room temperature. However, its zero-band gap
does not support the switching operation of graphene-based
transistors with a sufficiently high on-off ratio. Therefore,
pristine graphene should be modied with some defects for its
applications in various electronic devices.26 Defects in three-
dimensional (3D) bulk crystals have been extensively studied
for a long time; however, defects in 2D materials were not
considered until 2004, when single-layer graphene was rst
isolated using mechanical exfoliation.3 The defects in 2D
materials were fabricated using different experimental tech-
niques such as chemical vapor deposition (CVD), epitaxial
growth, particle irradiation, and chemical functionalization.
Dopants change the local electronic structure by injecting
charge into the carbon materials. The weaker bond around the
defect affects thermal conductivity and mechanical strength.
Since carbon atoms have several types of orbital hybridization,
stable graphene structures with various defects can be created.
Various functionalizations can be used to make GNRs ferro-
magnetic, antiferromagnetic semimetals, metals, or semi-
conductors with a wide bandgap.27–30 Understanding the
physical properties of defects in graphene is a vital goal of
applied physics.

Creating carbon vacancies or chemical doping can alter the
uniform charge distribution of graphene surfaces and improve
the stability of supported metals,26,31–34 resulting in modifying
the electronic structure and magnetic properties of graphene
systems. If the number of missing atoms is even, the carbon
atoms could be fully reconstructed, leaving no dangling bonds.
However, if odd numbers of atoms are missing, dangling bonds
render the graphene more unstable and reactive. A single metal
© 2022 The Author(s). Published by the Royal Society of Chemistry
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(Al, Cu, Au, and Pt) atom bonded to the monovacancy in gra-
phene nanosheets act as highly active catalysts for carbon
monoxide (CO) oxidation according to computational simula-
tions.35–42 For example, some theoretical studies investigated
the formation congurations and catalytic properties of more
than one heteroatom co-doped graphene sheet for oxygen
reduction reactions.43–46 However, in experiments, atom-scale
control of the monovacancy formation is quite tricky, and the
natural graphene may contain impurities in preparation
processes. Single vacancy defects in graphene have grownmuch
attention.47–55 Moreover, ring defects and vacancy complexes are
also of interest.56–66 One-dimensional (1D) arrays of topological
ring defects have been explored theoretically,67,68 and ring defect
arrays have been imaged experimentally.69 Experiments and
theory have intensely studied the effects of single vacancy
defects on graphene's mechanical, electrical, and magnetic
properties.70 Some computational studies predicted that the
vacancy defects would reduce Young's modulus of gra-
phene.54,55,66,71 However, experiments showed that dilute
concentrations of single vacancies could harden graphene.72,73

Large concentrations of single vacancies are expected to weaken
graphene. In addition, single vacancies induce the local spin
magnetic moment owing to the dangling bond of a single
vacancy.48,54,74 Although the topological 555–777 defect75 was
more stable than separate two monovacancies, there is a lack of
investigation into non-metal atom modied divacancy (555–
777) structured graphene sheet. Li et al.76 investigated the
cooperative interaction of Fe impurity atom bonded to three
nitrogen substitutional defects (FeN3) aided for the adsorption
of CO molecules. They found that the Fe atom is a low-cost,
environmentally benign, readily available, and highly efficient
catalyst.42–46,76–80 Previous studies reported the catalytic activity
of single-atom Fe-supported graphene,81 the divacancy in gra-
phene,82 and graphene oxide.79 More detailed investigations
into ground-state and excited-state electronic structures with
single and double vacancies in graphene have been done using
density functional theory (DFT).83–87

It is well known that atomic defects induce magnetism88–92

and change local structural congurations.91,92 Metal atom
intercalation beneath graphene93–95 improves molecular
adsorption.96 The molecular assembly on the surface97,98 also
modies the electronic properties of graphene.99,100 Hu et al.95

investigated both in-plane and off-plane defects in epitaxial
graphene on the SiC substrate by doping Bi atoms during the
graphene growth process. Theoretical studies reported the
defect penetration process of Li, H, Si, and Cu atoms through
different defects in epitaxial graphene on SiC (0001).101–104

Recently, the extended line defect in graphene has been
observed.69,105,106 The extended line defects divide graphene into
domains with different orientations and thus affect the elec-
tronic, thermal, and magnetic properties of graphene sheets. It
has been theoretically reported that the electronic transport
behaviors of graphene sheets and GNRs vary remarkably with
embedded line defects, and they act as a lter to produce
a valley-polarized beam of electrons or holes.26,28,107–110 Kou
et al.109 demonstrated a weak ferromagnetic ground state with
spin-polarized electrons localized along the extended line
© 2022 The Author(s). Published by the Royal Society of Chemistry
defects embedded in graphene. They found that the magnetic
moment of graphene with the line defects can be tuned by
applying in-plane strain.

In this review, we present various studies of structural
defects in graphene for their use in potential applications. In
the second section, we introduce many types of defects in gra-
phene. Finally, we discuss the key challenges and outlook for
the advancements of structural defects in graphene. Although
many review articles on different aspects of graphene, such as
synthesis, properties, and applications, are published, there is
an opportunity to review the latest advancement of structural
defects in graphene for their use in potential applications using
both experimental and theoretical approaches. In this sense,
this review is expected to understand the role of structural
defects in graphene and consequently help investigate gra-
phene defects for potential applications.
2. Defects in graphene

Several experimental studies have demonstrated native or
physically introduced defects in graphene using transmission
electron microscopy (TEM)111–115 and scanning tunneling
microscopy.116 Graphene has two types of defects: (i) natural
defects known as intrinsic defects in graphene, such as Stone–
Wales defects, single-vacancy defects, multiple-vacancy defects,
line defects, and carbon adatoms; and (ii) physically introduced
defects known as extrinsic defects in graphene, which are
foreign adatoms and substitutional impurities. Point defects
such as vacancies or interstitial atoms are typically zero-
dimensional (0D). The concept of dislocations is based on
one-dimensional (1D) line defects. Grain boundaries or stack-
ing faults are 2D defects. Inclusions and voids are 3D defects.
Each defect in graphene has specic mobility, generally gov-
erned by an activation barrier that depends on the type of defect
and thus increases exponentially with temperature.
2.1 Stone–Wales defects

A Stone–Wales (SW) defect is a crystallographic defect that
occurs when the connectivity of two-bonded carbon atoms
changes, causing them to rotate by 90� relative to the midpoint
of their bond (Fig. 1).26,64,114,117 For the SW (5775) defect, two
pentagons, and two heptagons are generated from four hexa-
gons in graphene or carbon nanotubes aer rotation of one of
the C–C bonds by 90� with a formation energy of about 5 eV and
an activation energy barrier of about 10 eV using DFT methods
(Fig. 1c).63,64 The SW structure has a high restoration barrier of
about 7 eV.64,117–123 As a result, it is challenging to restore to its
perfect hexagonal network structure, even at high temperatures,
once the SW defect is formed, indicating that the formation of
the SW defects is a termination step for graphene growth. Rapid
cooling from high temperatures or electron beam irradiation
can cause SW defects.26,58 Wang et al.124 proposed that adsorp-
tion of the carbon adatom could be used as an effective catalyst
for the SW-healing in the post-treatment of graphene by
reducing the restoration barrier to a lower value of about
0.86 eV. Openov et al.118 reported wavy sine and cosine-like
RSC Adv., 2022, 12, 21520–21547 | 21521



Fig. 1 Stone–Wales defect SW (5775): (a) experimental TEM image. Reprinted from ref. 113. Copyright 2008 American Chemical Society; (b) DFT
calculated image. Reprinted from ref. 26. Copyright 2010 American Chemical Society; (c) DFT calculated energy barrier for bond rotation.
Reprinted from ref. 64. Copyright 2005 American Chemical Society; (d) DFT calculated image of sine and cosine like configurations. Reprinted
from ref. 118. Copyright 2015 Pleiades Publishing Ltd.
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distortions of SW defects in graphene of the amplitude of 1
(Fig. 1d). The SW defects behave as preferential adsorption
centers for hydrogen and other chemical elements,125,126 which
is important for several applications.

The SW defect has a calculated penetration barrier below
1 eV and an H+-over-D+ selectivity of 7 at room temperature,
while hydrogenation also reduces the penetration barrier with
signicantly lower isotope selectivity.127 A carbon vacancy and
the SW defect play signicant roles in the observed p-type
behavior, changes in electrical or optoelectronic characteris-
tics, and degradation of graphene under ambient gases (N2, O2,
Ar, and CO2) or atmospheric oxygen.128 The single vacancy and
SW defects could decrease the current through the graphene
nanodevices using the ballistic transport model, accompanied
by defect-induced electron transmission peaks,129 signifying
that this method can hopefully be used to study the inuence of
multiple vacancy chains on the electronic transport properties
of graphene nanodevices.130 For the zigzag-direction loading,
slip nucleates in the SW defect through the formation of two
pentagons and a twisted hexagon. In contrast, for the armchair-
direction loading, healing, generation, and pentagon–heptagon
pair separation of the SW defect occur via 90� rotation of the
C–C bond.131 There are two distinct orientations of the SW
defects, namely, types I and II, caused by the 90� rotation of the
C–C bond in different directions. Ebrahimi et al.132 studied the
effects of the orientations and concentrations of the SW defects
on the thermal conductivity of zigzag and armchair GNRs using
the reverse nonequilibrium molecular dynamics method. It is
found that the thermal conductivity of GNRs with two different
chirality cases reaches its minimum in the range of 0.1–0.7%
21522 | RSC Adv., 2022, 12, 21520–21547
defect concentration, with more signicant thermal conduc-
tivity of zigzag GNRs with type II defects than the GNRs with
type I defects at high concentrations of the SW defects.

The SW defect in graphene is expected to modify its vibration
and be seen in its Raman spectrum. The introduction of SW
defects in graphene is also expected to affect the mechanical
properties of graphene. Molecular dynamics (MD) simulations
predicted that SW defects dramatically reduce the strain failure
and the intrinsic strength of the monolayer graphene sheet. The
SW defects in graphene can modify its physical properties and
change its chemical properties by acting as active sites for the
adsorption of other atoms and molecules and increasing the
local chemical reactivity. DFT calculations predicted that SW
defects in graphene strongly inuence hydrogen chemical
reactivity.133 Similarly, SW defects in graphene can enhance the
adsorption of Li, Na, K, and Ca atoms because of better electron
transfer between the adatom and the defective graphene sheet.
Therefore, SW defects in graphene are much more suitable for
its use in transistors, hydrogen storage, and high-capacity
anode material in metal (Li, Na, K, and Ca)-ion batteries.62,134–138
2.2 Single vacancy defects

A single vacancy (SV) in graphene is generated by missing
a single carbon atom. Previous experimental and theoretical
studies have observed single vacancies (SV) in graphene using
TEM112,113 and STM.49,139,140 Fig. 2 shows a TEM image of the
single vacancy defect and the corresponding atomic model.26,114

Because of the Jahn–Teller distortion, two of three dangling
bonds are saturated and pointed towards the missing atom.
One of them always remains because of geometrical reasons.
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 2 Single vacancy defect in graphene: (a) experimental TEM image. Reprinted with permission from ref. 113. Copyright 2008 American
Chemical Society and (b) atomic structure as obtained from DFT calculations. Reprinted with permission from ref. 26. Copyright 2010 American
Chemical Society.
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The monovacancy with such a dangling bond requires higher
formation energy of 7.5 eV than the Stone–Wales defect, and the
corresponding migration barrier is �1.3 eV at 100–200 �C.84,141

Many theoretical studies have been devoted to the diffusion of
vacancies and the structural changes produced in gra-
phene.49,85,142 The magnetic moment arising from an SV is
attributed to the presence of unpaired electrons created by
removing a carbon atom.85 DFT calculations for an SV showed
that the presence of the vacancy produces a pentagon-like
structure because of the formation of a weak covalent bond
between two atoms surrounding the vacancy. Among the three
dangling bonds, the third bond plays a vital role in creating the
magnetic moment of about 1.04 mB in pure nonmagnetic gra-
phene.85 The experimentally determined magnetic moments of
graphene with vacancies and traces of room temperature
ferromagnetism are still disputatious and debatable.143–146

Valencia et al.147 predicted a magnetic moment of 2 mB for the SV
in graphene. They found that periodic arrays of single vacancies
may provide interesting spin–spin interactions because of the
specic symmetry of the graphene lattice. Kim et al.148 studied
the effect of vacancies and tensile strain on the quality factor for
mass sensing using graphene monolayers with an SV at the
center. Therefore, the effect of multiple SVs and their randomly
distributed positions on graphene nanosheets' performance
needs more consideration. Graphene sheets in zigzag and
armchair directions exhibit slightly different Young's moduli
ranging from 1.20 to 1.10 TPa in the zigzag direction and from
1.12 to 1.09 TPa in the armchair direction using continuum
modeling.149 Repeating vacancy or divacancies in GNR induce
metallization and magnetization in nonmagnetic semi-
conducting nanoribbons because of the spin polarization of
local defect states. The antiferromagnetic ground state of
semiconducting zigzag ribbons can change to a ferrimagnetic
state upon creating vacancy defects.113 Defects signicantly
inuence the mechanical properties of graphene. Wang et al.150

investigated the mechanical behaviors of defective graphene
sheets with vacancies using MD simulations. They found that
© 2022 The Author(s). Published by the Royal Society of Chemistry
vacancies cause a considerable loss of strength, and the fracture
strength is sensitive to the loading directions and temperature.

Carpenter et al.151,152 reported the vacancy-induced amorph-
ization and the mechanical properties of irradiated single-layer
graphene using MD simulations. They found a critical range of
vacancy concentrations, leading to a qualitative change in the
fracture response from brittle to ductile. The fracture strength
of graphene is lost by about 17.7% because of a single vacancy.
Despite the recent progress, little is known about the evolution
of defective graphene morphology during tension.153 SV and SW
defects can be created when rapid quenching occurs or when
the graphene is irradiated. Some researchers have extensively
investigated these defects.65,154,155 A recent study has determined
that the activation energy for the diffusion of a single vacancy in
graphene is extremely sensitive to in-plane uniaxial strain, both
parallel and perpendicular to the direction of the hopping
motion of a single vacancy, with the barrier doubled or halved
with a respective tensile or compressive strain of just 2–3%55,156

in applications of investigating the elastic properties of
graphene.
2.3 Multiple vacancy defects

Double vacancy (DV) means either coalescence of two single
vacancies (SVs) or removal of two neighboring carbon atoms.
DV can be reconstructed, resulting in two pentagons and one
octagon labeled the 5–8–5 defect. Fig. 3 shows the atomic
structures of divacancies obtained by DFT and experimental
TEM images.157 Previous studies reported the formation energy
of about 8 eV for DV, which is 4 eV per atom, comparatively less
than that of an SV.84,141 It means that the DV is energetically
more stable than the SV. In the presence of dangling bonds, the
material becomes very unstable and tends to chemically bond
with impurity atoms or molecules. The SV defect causes
a dangling bond, whereas the 5–8–5 defect causes only local
deformation. As a saturated eight-membered ring compound,
a cyclooctane molecule, (CH2)8, also has a non-planar structure
that looks like a crown or a boat. Since the 5–8–5 defect also has
RSC Adv., 2022, 12, 21520–21547 | 21523



Fig. 3 DV defects in graphene. (a–c) Atomic structures obtained from DFT calculations. Reprinted with permission from ref. 157. Copyright 2016
IOP Publishing. (d–f) Experimental TEM images corresponding to the atomic models in (a–c), respectively. Reprinted with permission from ref.
26. Copyright 2008 American Chemical Society. Here, (a and d) the 5–8–5 defect, (b and e) the 555–777 defect, and (c and f) the 5555–6–7777
defect.
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a considerable local curvature, the system is changed to the
555–777 or 5555–6–7777 defect to reduce the local curvature.
Therefore, all three defect structures can be found when
observed with TEM, as shown in Fig. 3. The defect trans-
formation will be described in detail later.

Removing more than two carbon atoms, known as multiple
vacancy defects, may lead to larger and more complex defect
congurations. In this regard, one would expect to observe
a more-or-less random set of vacancies. Therefore, it seems
possible for the lattice to reconstruct locally around the vacan-
cies and form a random set of non-hexagonal polygons. Two
pentagons and one octagon appear for a fully reconstructed
double vacancy, leading to no dangling bond. A collaborative
experimental and theoretical study of graphene divacancy
revealed a non-hexagonal rearranged at structure with no
magnetic traces.158 The divacancy (DV) and larger vacancies
could be frequently created by the current physical and chem-
ical treatment, even though the SV has been more widely
studied.50,159–162 TEM results indicate that multiple vacancies,
rather than monovacancies, are produced more easily under
electron irradiation conditions.111 Theoretical calculations at
different levels of theory also point out that the formation
energies of the DV in carbon nanotubes and graphene are much
lower than monovacancy (SV) formation energies.57,87,141,163,164

The presence of more than one vacancy and their mutual rela-
tionship signicantly alters the magnetization phenomenon in
graphene because of the creation of sublattice imbal-
ance.75,165,166 Wang et al.130 systematically investigated the
21524 | RSC Adv., 2022, 12, 21520–21547
electronic transport properties of various defects in graphene,
such as SW defect, SV, DV, and multiple vacancy chains using
rst-principles calculations combined with the non-
equilibrium Green's function method. They found that some
defect-induced electronic states can enormously enhance the
transport of electrons between electrodes at certain energy
levels. In contrast, others are only localized around the defect
sites and could be identied using a small source-drain voltage
and sweeping the gate voltage applied to the graphene eld-
effect transistors.

Lee et al.57 reported the spontaneous reconstruction and
transformation of the 5–8–5 defect into a more stable form of
the 555–777 defect consisting of three pentagon/heptagon
pairs. Kim et al.75 also studied the same transformation and
reported that the activation energy barrier of the change of 5–8–
5 into 555–777 defect was around 5.3 eV. Cretu et al.167 showed
that the formation energy of the 5555–6–7777 defect (formed by
a bond rotation from the 555–777 of 30� for the graphene sheet
and consisting of four pentagons and four heptagons recently
observed in a few TEM experiments58,168) lies in between that of
forms 5–8–5 and 555–777. The rotation barrier is around 6 eV.
All these migration steps are undoubtedly interesting in
understanding the behavior of defects in graphene, but the
picture is still probably quite incomplete.

Recent studies have revealed that multiple vacancies in
graphene can create substantial and inhomogeneous displace-
ment strain that extends far into the surrounding lattice. This is
caused by the reconstruction induced by the pair-wise removal
© 2022 The Author(s). Published by the Royal Society of Chemistry
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of dangling bonds.66,108,169–171 Moreover, in a regular arrange-
ment, multiple divacancies can form chain-like line defects,
known as extended line defects (ELDs). Four types of extended
line defects (5–8–5, 55–77, and 555–777 defects for armchair
GNRs, 48 defects for zigzag GNRs) were mainly observed in
experiments,58,172 and the formation of chain structure could be
controlled precisely.69 The inuence of the 5–8–5, 55–77, and
555–777 ELDs on the thermal transport properties of the
armchair graphene nanoribbon was also reported.173
2.4 Carbon adatom defects

When a carbon adatom is adsorbed on a defect-free graphene
sheet, forming two covalent C–C bonds between the adatom
and the underlying carbon atoms in the graphene sheet, the
adsorption energy of the C adatom is about 1.5–2.0 eV with the
migration barrier of �0.4 eV.174,175 The adsorption position of
the C adatom is a bridge site between two carbon atoms in the
graphene sheet.176 Since the triangular structure caused by the
adsorbed carbon atom is unstable, the adsorbed atom moves
quickly on the graphene surface with a high-speed migration
rate. Therefore, it is challenging to capture the C adatoms using
microscopic techniques such as TEM, STM, etc. There is no
relevant research on the experimental observation of carbon
adatoms on the graphene surface. However, based on the earlier
studies on the activation mechanism of activated carbon,
carbon and oxygen atoms can migrate on the surface of the
carbon layer. Therefore, the existence of out-of-plane carbon
adatoms can be conrmed. On the other hand, carbon adatoms
are generated under electron irradiation in aberration-
correlated transmitted electron microscopy (AC-TEM) or as
contaminants in the growth of graphene.111,177,178 The adatoms
are viewed to form a bridge-like structure on the graphene
surface under TEM,111 and bridging atoms can be found in
reconstructions of vacancies (odd vacancies).177 Such adatoms
can catalyze the formation and dissociation of bonds in gra-
phene because of their undercoordination for bulk sp2 carbon
atoms. Still, their precise role and observation in common
compound defects in graphene remain unclear.179 Ataca et al.180

investigated the adsorption of carbon adatoms on graphene
and its nanoribbons using DFT methods. They found that
carbon adatoms prefer to adsorb to the bridge sites and modify
graphene's electronic and magnetic properties. The adsorption
site geometry with carbon adatom and charge density contour
plots in the lateral plane and a vertical plane (perpendicular to
the x-axis) are shown in Fig. 4a–d. Band structures and corre-
sponding density of states calculated for a 2 � 2 supercell are
demonstrated in Fig. 4e. The binding energy was the maximum
at the bridge site (Fig. 4a). The top site adsorption was observed
with a local minimum of 0.3 eV higher energy (Fig. 4b). The C–C
bond elongated below C0, and its charge was slightly delocalized
(Fig. 4c and d). The charge density analysis indicated that the
orbitals of C0 are combined with p and p* orbitals of bare
graphene, forming new bands near the Fermi level (Fig. 4e). The
at band driven from perpendicular sp2 orbitals was lled and
gave rise to a peak at an energy of�2 eV below the Fermi level in
the total density of states. Bands generated from hybridizing
© 2022 The Author(s). Published by the Royal Society of Chemistry
other sp2 orbitals of C0 with the p and p* states of graphene
occurred near the Fermi level and attributed a metallic char-
acter. The band above The Fermi level was generated because of
an antibonding combination of p-orbital of C0 perpendicular to
the C–C0–C plane and p* states of graphene. Wang et al.124

investigated the adsorption of carbon adatoms in graphene via
a mechanically different process. They found a relatively tiny
restoration barrier of about 0.87 eV using DFT methods, which
could make the SW-healing experimentally accessible. Subse-
quently, the C-adatom canmigrate very quickly on the graphene
surface. They claimed that their proposed carbon-adatom
catalytic mechanism played a crucial role in healing the SW
defect during the growth of graphene.

Zhang et al.157 reported that a developed three-center tight-
binding model for carbon181 exhibits excellent band struc-
tures, binding energies, and other properties of various carbon
crystalline structures and surfaces in excellent agreement with
rst-principles calculations and experimental results available
in the literature. They also searched for the stable forms of
vacancies and embedded atoms of various sizes and made
systematic calculations to understand better the stable struc-
tures and energies of various vacancy and embedded-atom
defects in graphene. Consequently, the structural change
during the initial stages of activation will help tune the pro-
cessing of such out-of-plane carbon adatoms to different
applications for molecular sieving,182 gas storage,183 catalysis,184

hydrogen storage,185 and lithium-ion batteries.186
2.5 Foreign adatom defects

During the process, metal atoms or oxygen-containing func-
tional groups are incorporated into the surface of graphene
during the CVD or by a strong oxidation method. The effect of
a foreign (noncarbon) adatom on graphene properties depends
on the bonding between the adatom and graphene. Such
impurity atoms on the graphene layer are bonded with the
nearest carbon atoms with covalent bonding or weak van der
Waals interaction.187 Dispersive forces increase the adsorption
strength by 0.35 eV. Because the bond between foreign impurity
atoms and graphene is weak, the impurity atoms can move on
the graphene surface.167,188,189 However, few experimental
studies have reported the migration of foreign impurity atoms.

Low migration barriers in the range of 0.2–0.8 eV have been
found in theoretical investigations, implying high adatom
mobility at room temperature.190 Many researchers have per-
formed DFT calculations of the adsorption of various metal
atoms191–205 to investigate energetically stable adsorption sites
and their effects on graphene's structural, electronic, and
magnetic properties. When Au atoms are bonded to graphene,
electrons are transferred from graphene to Au atoms, making
the graphene p-doped. When the other transition metal (TM)
atoms are attached to graphene, electrons are transferred from
the TM atoms to the graphene, and the graphene becomes n-
doped. Early TM atoms show signicant magnetism to gra-
phene since fewer than ve electrons are lled in the d shell. In
contrast, the local magnetic moments of late TM atoms with
more than ve electrons in the d shell decrease.206 The work
RSC Adv., 2022, 12, 21520–21547 | 21525



Fig. 4 (a) The bridge site bonding geometry of carbon adatom C0; (b) adsorption geometry of carbon adatom C0 at the top site; and (c) charge
density contour plots in the (x, y) plane as well as (d) in a vertical plane (perpendicular to the x-axis) for bridge site bonding. (e) Band structures and
corresponding density of states calculated for a 2 � 2 supercell. Reprinted with permission from ref. 180. Copyright 2011 American Institute of
Physics.
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function of metal-doped graphene falls with increasing metal
adatom concentration and becomes saturated at specied
values. The saturation values of the work function for Cs-, Rb-,
K-, Na-, and Li-doped graphene sheets were 2.05, 2.18, 3.24,
2.42, and 2.49 eV, respectively. When electrons move from the
metal dopant to the clean graphene, the graphene becomes n-
doped, and the Fermi energy rises above the Dirac point for
all metal atoms investigated. Then, the work function is
signicantly reduced.207,208

Recent experimental studies on graphene have focused on
the interaction of transition metals with graphene on the
atomic scale, and various experimental tools have been
utilized.188,209–214 One of the important tools to probe the reso-
nant effects between graphene and metal nanoparticles (NPs) is
surface-enhanced Raman spectroscopy (SERS). Signicant
21526 | RSC Adv., 2022, 12, 21520–21547
Raman enhancements for various laser excitations have been
reported due to near-eld plasmonic effects near metal NPs and
graphene.215,216 Urich et al.209 studied the enhanced electron–
phonon interaction by monitoring the surface plasmon reso-
nance effect in the Ag–graphene hybrid structure. Park et al.217

investigated the Au NPs–graphene–Au lm junction (hybrid
system) to identify the layer breathing mode and other out-of-
plane phonon modes of few-layer graphene through SERS.
Zandiatashbar et al.72 utilized a modied oxygen plasma tech-
nique to incorporate defects in pristine graphene in a controlled
fashion. They also used Raman spectroscopy and transmission
electron microscopy to characterize the defects, then used AFM
nano-indentation to quantify the stiffness and strength of
defective graphene experimentally. Finally, they theoretically
used nite element modeling and molecular simulations to
© 2022 The Author(s). Published by the Royal Society of Chemistry
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understand such behavior. They found graphene sheets with
defects were more rugged and structurally robust than previous
results. Very sensitive thermal and electrical transport in gra-
phene is observed for disruptions in the sp2-bonding network.
One signicant result is that defective graphene's breaking
strength is only 14% smaller than its new counterpart in the sp3-
defect regime.

Meanwhile, understanding the role of Cu vapor in the gra-
phene growth process is essential to developing a reliable
synthesis method for high-quality graphene. However, only
a few studies218,219 examined the effects of Cu vapor on graphene
growth. Lee et al.220 investigated the effects of Cu vapor on the
growth of CVD graphene on a Cu surface. They found that the
high partial pressure of Cu vapor enlarges the graphene grains
by reducing the surface concentration of the carbon adatoms
that participate in graphene growth. Also, the presence of Cu
vapor favors the selective etching of oxygen functionalized
carbons in graphene, thus increasing the efficiency of healing
graphene defects by CH4. They claimed a higher charge carrier
mobility of 14 700 cm2 V�1 s�1 than exfoliated graphene by
continuously supplying Cu vapor during CVD. Since adatoms'
properties are highly dependent on the adsorption congura-
tion (e.g., isolated vs. clustered), it is essential to understand
these effects (conguration-dependent properties and migra-
tion) from a theoretical perspective and be able to test them
experimentally.
2.6 Substitutional impurity defects

Substitutional impurities can be generated by incorporating
foreign atoms so that the removal of a carbon atom creates
a vacancy lled by a foreign atom. Substitutional doping of
graphene is an efficient and widely used method to tailor gra-
phene's electronic and magnetic properties. Foreign atom
impurities are either metal or non-metal elements. In this case,
the impurity atoms replace one, two, or more carbon atoms. For
non-metal impurities, boron or nitrogen atoms are of consid-
erable interest because impurities shi the position of the
Fermi level and change the electronic structure of graphene.133

Nitrogen and boron are commonly used as electron donors or
acceptors in graphene because their atomic sizes are closer to
carbon and readily t the graphitic lattices.221,222 The covalent
bonds between the N or B atoms and neighboring C atoms
ensure that doped graphene possesses long-term thermal and
chemical stability. On the other hand, the migration of Au and
Pt atoms, most likely at substitutional sites in graphene layers,
has been the subject of an in situ study by electron micros-
copy.188 Substitutional defects have been found in transition
metal dichalcogenides in the electron beam irradiation process
by introducing other atomic species into the TEM chamber. The
local density of states shows that N, P, As, and Sb atoms behave
as acceptors, whereas F, Cl, Br, and I atoms are likely to be
donors. The isoelectronic atoms, such as O, Se, or Te atoms, did
not produce any localized states, signifying that they could heal
the electronic structure of transition metal dichalcogenides
with chalcogen vacancies.223
© 2022 The Author(s). Published by the Royal Society of Chemistry
Both experimental and theoretical studies reported that the
heteroatoms (N, B, or S) couldmodify the electrical properties of
graphene with efficient catalytic properties for oxygen reduction
reaction (ORR) because of the polarized distribution of spin and
charge densities by doped heteroatoms.34,224–230 Because DFT is
an effective method for studying the electronic properties of
catalytic materials and ORR mechanisms, it was used to inves-
tigate the ORR mechanisms in various catalytic materials.231–233

The ORR mechanisms on carbon-supported Fe or Co-
phthalocyanine in alkaline media were also investigated. Prof.
Lv and Prof. Yamada nicely explained nitrogen in graphene and
graphene nanoribbons.234–236 In particular, Prof. Lv shows a nice
microscope image of the nitrogen-containing defects.234 In the
literature, Prof. Yamada summarizes the types of oxygen-and
nitrogen-containing functional groups.235–237 Chen et al.238 per-
formed DFT calculations to study the ORR mechanisms on
graphene, nitrogen-doped graphene, and cobalt–graphene–
nitride systems.232,239 Bhatt et al.43 comparatively investigated
the ORR mechanisms on Al-doped X-graphene (X ¼ N, P, and S)
electrocatalysts in the acidic medium in a fuel cell cathode.
They found that Al-doped N- and P-graphene sheets are ener-
getically more favorable than Al-doped S-graphene catalysts for
enhanced and stable ORR via four-electron transfer pathways in
an acidic environment. Prof. Nakamura and Prof. Ozaki also
investigated ORR in nitrogen-doped carbon materials for fuel
cell applications.240–243 Using STM, Zhao et al.244 reported images
of individual nitrogen atoms doped in monolayer graphene.
Measurements using X-ray photoelectron spectroscopy and
near-edge X-ray absorption ne structure spectroscopy
conrmed the presence of N dopants in graphene lattices as
well as the formation of in-plane N–C bonds, indicating that the
nitrogen atoms were substituted into the graphitic matrix. STM
images (Fig. 5a) and simulations (Fig. 5b) reveal that a fraction
of the extra electrons of the nitrogen atom delocalized into the
graphene lattice, leading to the triangular shape of the indi-
vidual N dopant sites. Because STM is sensitive to DOS near the
Fermi level, resolving the atomic structure of topological defects
involving delocalized electrons remains difficult. Marangoni
et al.245 synthesized an N-doped chevron GNR (cGNR) decorated
alternatively with electron-rich carbazole groups (pentagon) and
electron-decient phenanthridine (hexagon) at the convex
protrusions of the cGNRs, as shown in Fig. 5c and d. Previous
research found substitutional Ni impurities in single-walled
carbon nanotubes (SWCNT) and graphitic particles.246 Ushiro
et al.247 reported that Ni substitutional defects are present in
SWCNT samples even aer careful purication. According to
their analysis of the X-ray absorption data, the most likely
conguration was the one in which the Ni atom replaces
a carbon atom, as shown in Fig. 5e,41 and four nitrogen doping
congurations usually observed on graphene catalysts.248

Substitution of magnetic transition metals is also expected
to strongly affect the magnetic properties of graphene nano-
structures. For example, transition metals like Fe, Ni, or Co are
among the most common catalysts used to produce SWCNT.249

Rodriguez-Manzo et al.251 also investigated the possibility of
creating individual vacancies at desired locations in carbon
nanotubes using electron beams. When combined with the
RSC Adv., 2022, 12, 21520–21547 | 21527



Fig. 5 Substitutional doping of graphene and graphene nanoribbons: (a) STM image of graphene on copper foils with a single graphitic N dopant
and (b) simulated STM image of graphene with a single graphitic N dopant. Reproduced with permission from ref. 244. Copyright 2011 American
Association for the Advancement of Science; (c) schematic of nitrogen-doped chevron GNR with highlighted carbazole (yellow) and phenan-
thridine (orange)rings and (d) Nc-AFM image of a cGNR on Au (111) with the phenanthridine and carbazole groups highlighted with yellow and
orange rings. Reproduced with permission from ref. 245. Copyright 2016 Wiley-VCH; (e) typical geometry of transition 3d, 4d, and 5d substi-
tutional metal atoms in graphene. Reproduced with permission from ref. 41. Copyright 2016 Royal Society of Chemistry; (f) four nitrogen doping
configurations usually observed on graphene catalysts. Reproduced with permission from ref. 249. Copyright 2018 https://www.mdpi.com/
journal/catalysts; (g) HRTEM images of pristine graphene and oxidized graphene after 5 hours of oxidation at 493, 513, and 533 K.
Reproduced with permission from ref. 250. 2014 American Chemical Society; (h) side views of relaxed structures of a single TM (M ¼ Fe, Co,
Ni, or Cu) atom and TM (M1 or M2 ¼ Co, Fe, Ni, or Cu) pairs with antisymmetric and symmetric forms. C or N atoms are represented by blue
balls in the schematic diagram. Reproduced with permission from ref. 248. Elsevier Ltd. 2021 Copyright.
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observed stability of substitutional impurities, such an ability
may provide a route to fabricating new devices incorporating
substitutional impurities in certain locations or arranged in
particular ways. Si impurities can further pick up various atoms
from the environment. Recent experimental studies have re-
ported the presence of individual defects formed by the occur-
rence of silicon and nitrogen impurities.252,253 Zhou et al.252,253

showed that surface plasmons are locally enhanced at silicon
and silicon-nitrogen impurities. Therefore, in principle, such
silicon impurities in graphene could be used as plasmonic
waveguides with potential applications in optoelectronic
devices.254 Electronic transport in systems with silicon point
defects has been studied in ribbon geometry.255 In addition,
Cheng et al.256 studied the electronic and transport properties of
the SiNx defects in armchair nanoribbons. However, it is
21528 | RSC Adv., 2022, 12, 21520–21547
unclear about the transport properties of realistic two-
dimensional graphene systems with numerous randomly posi-
tioned defects. Ervasti et al.257 reported that many nitrogen-
doped silicon impurities exhibited nite spin moments with
graphene-based spintronics applications and evaluated the
spin-dependent electronic and transport properties of the most
stable defects. The doping of graphene with transition metals
and their spintronics applications is underway. Thus, the study
of magnetic substitutional impurities is vital for a theoretical
understanding of magnetism for atomic defects in graphene
and for explaining experiments in progress that dope graphene
with elements of the traditional magnetic bulks (Fe, Co, and Ni).
Previously, substitutional 3d transition metal atoms in a gra-
phene layer were computed, and a simple model was proposed
to explain their bonding andmagnetism.190,258 Some researchers
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 (i) The synthesis process and morphology of N-modified S-defect carbon aerogel: (a) schematic illustration of the synthesis process; (b
and c) low-resolution (b) and high-resolution (c) FESEM images of NSCA-700-1000 and (d) TEM image and the corresponding EDS mapping for
C, N, and S elements of NSCA-700-1000. Reprintedwith permission of ref. 266. Copyright 2018 Elsevier Inc. (ii) Characterization of NSCA: (a–c) S
K-edge (a), N K-edge (b), and C K-edge (c) XAS spectra of NSCA-700, NSCA-700-1000, and NSCA-700-1100. (d and f) The high-resolution XPS
spectra of NSCA: (d) S 2p and (f) N 1s. (e and g) Schematic illustration of the conversion of the heteroatom dopant through annealing treatment:
(e) S dopant and (g) N dopant. (h) Raman spectra of NSCA-700, NSCA-700-1000, and NSCA-1000. (i and j) STEM (i) and the corresponding
filtered images (j) of NSCA-700-1000. Reprinted with permission of ref. 266. Copyright 2018 Elsevier Inc.

© 2022 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2022, 12, 21520–21547 | 21529

Review RSC Advances



Fig. 7 Effect of line defects on thermal conductivity of a graphene monolayer: (a) arrangement of 5–7 defect lines; equilibrium structures of (b)
5–7 and (c) 5–8 defect lines; thermal conductivity l of the system with (d) 5–7 and (e) 5–8 line defects as a function of their separation L at T ¼
300 K. Reproduced with permission from ref. 276. Copyright 2014 American Physical Society. (f) Aberration-corrected annular dark-field
scanning transmission electron microscopy (ADF-STEM) of line defects in graphene; scale bars: 5 Å. Reprinted with permission from ref. 269.
Copyright 2010 Nature Publishing Group.

RSC Advances Review
claimed that the ORR active sites are the M–Nx impurities in M–

Nx/C catalysts.259,260 He et al.261 reported the performance of
MNx/C in the order of FeNx/C < CoNx/C < NiNx/C < CuNx/C.260,262

They suggested that O2 and OH adsorption energies represent
the ORR catalytic activity and stability for MNx/C electro-
catalysts. Zhang et al.263 performed both experimental and DFT
investigations on transition metal (Fe, Co, Ni, Cu) phthalocya-
nines as electrocatalysts for ORR and concluded O2 and OH
adsorption energies as the catalytic activity and stability, while
H2O2 desorption energy as the number of electrons transferred
in ORR processes. Bhatt et al.264 performed DFT calculations to
investigate the ORR mechanisms on M–N2–G (M ¼ Ti, Cu, Mo,
Nb, and Ru) catalysts and found that M–N2–G (M ¼ Ti, Cu, Mo,
Nb, and Ru) catalyst surfaces are energetically favorable
(exothermic) for ORR through 4-electron transfer pathways to
form two water molecules. However, the Cu–N2–G catalyst
surface facilitates the formation of unwanted hydrogen
peroxide through two-electron transfer pathways. Li et al.265 very
recently investigated both the ORR and oxygen evolution reac-
tion (OER) catalytic activities of zinc and nitrogen co-doped
graphene with different zinc–nitrogen (Zn–N) coordination
numbers and congurations and found that both Zn–N coor-
dination numbers and structural congurations inuence the
ORR and OER activities on ZnNx sites. They concluded that the
O-p orbital shows moderate hybridization strength with the N-p
and Zn-d orbitals in O-adsorbed ZnN4 systems, thus facilitating
electrocatalytic reactions. The vacancy defects have been intro-
duced by heat-treating graphite oxide253 and graphene under
oxygen in the literature.254 A schematic diagram of single and
two metal atoms on graphene is shown in Fig. 5h.248 Li et al.266

investigated a metal-defect-free electrocatalyst-driven oxygen
reduction reaction in acid electrolyte using experimental and
computational methods. Their results reveal that the pentag-
onal S defect is essential for the ORR in acidic electrolytes
21530 | RSC Adv., 2022, 12, 21520–21547
because it remarkably increases reactivity. One graphitic-type N
in the meta-position of the pentagon defect further signicantly
improves the reactivity due to locally precise control of the
electronic structure, thus forming highly active sites for ORR in
acid. Fig. 6 shows the synthesis process and the morphology
with active sites.266

A schematic illustration of the synthesis process is shown in
Fig. 6i(a). Field emission scanning electron microscopy
(FESEM) images show that all the samples have a 3D self-
supporting core network structure (Fig. 6i(b). Small-sized mac-
ropores and mesopores with interconnected structures can be
observed in the wall of the network (Fig. 6i(c) NSCA-700-1000)),
delivering a large specic surface area. The porous structure
and high surface area can supply a high density of exposed
active sites and promotes mass transport. Transmission elec-
tron microscopy (TEM) – energy dispersive X-ray spectroscopy
(EDS) elemental mappings show that the doped S and N atoms
partially remain in the carbon aerogels aer annealing at
1000 �C (Fig. 6i(d)). S K-edge X-ray absorption structure (XAS)
spectra indicate that NSCA-700-1000 and NSCA-700-1100 mainly
contain thiophene S as the dibenzothiophene-like structure
(2473.3 eV). Oxidized S (2481.8 eV) and disulde (2472.0 eV)
structures in NSCA-700 were removed or transformed into
thiophene S (Fig. 6ii(a)).
2.7 One- and two-dimensional defects (topological defects)

The concept of dislocations is based on 1D line defects. Grain
boundaries or stacking faults are 2D defects. Besides, various
types of edge terminations exist in 2D materials, and applying
strain can also modify the structure of graphene. Such defects
in the bilayer and multilayer graphene are also essential. A one-
dimensional defect has been observed in several experimental
studies of graphene.72,73 Some of them in graphene resemble
dislocations in a conventional crystal. However, the traditional
© 2022 The Author(s). Published by the Royal Society of Chemistry
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concept requires a Burgers vector and a dislocation line, which
only appear in a three-dimensional crystal.1 Various 1D or 2D
defects will be discussed in the following sessions.

2.7.1 Line defects. In the 1940s, scientists explained how
materials could deform plastically via atomic-scale line defects
called dislocations. These defects can be understood as tiny
carpet folds that allow one part of a material to move relative to
another without expending much energy. The randomness of
graphene growth by CVD leads to different crystallographic
orientations in other locations. In graphene, two 5–7 pair
defects with lower total energy are more stable than a local
haeckelite structure (555–777) and become dislocation line
defects.108 Generally, line defects are tilt boundaries separating
two domains of different lattice orientations with the tilt axis
normal to the plane. Such defects can be considered a line of
reconstructed point defects with or without dangling
bonds.267,268 Line defects in graphene frequently separate
domains of different crystal orientations. Several examples have
been shown in the growth of graphene onmetal surfaces.69,105 As
a result, a line defect appears when two graphene grains with
differing orientations coalesce. The grain boundary structures
observed in CVD graphene include lines of 5–7 defects on Cu269

and 5–8 defects on the Ni (111) surface.69 There is strong
evidence that thermal transport in graphene is adversely
affected by isotopic and structural impurities, including mon-
ovacancies, Stone–Thrower–Wales defects, and line
defects.270–275 The theoretical thermal conductivity of graphene
modied by a periodic array of defect lines in Fig. 7a–c, both
parallel and perpendicular to the defect lines, is shown in
Fig. 7d and e.276 Fig. 7f shows the aberration-corrected annular
dark-eld scanning transmission electron microscopy (ADF-
STEM) graphene line defect, in which the two crystals are
stitched together predominantly by a chain of pentagons,
heptagons, and hexagons.269 Z. G. Fthenakis et al.276 concluded
Fig. 8 (a and b) Atomic structures of (1, 0) and (1, 1) dislocations. The das
dislocation core. Non-hexagonal rings are shaded. (c and d) Atomic stru
large-angle grain boundaries, respectively. The dashed lines show the b
defining orientations of the graphene grains. (e) Grain-boundary energy
(filled symbols) and buckled (open symbols) grain-boundary structures.
and LAGB II, are labeled. The dashed curves show the asymptotic linear d
(Ef ¼ 7.5 eV). Reprinted with permission from ref. 299. Copyright 2010 A

© 2022 The Author(s). Published by the Royal Society of Chemistry
that the precise nature of the structural defect271 plays a minor
role in determining the phonon scattering.

Line defects, including grain boundaries and wrinkles, are
commonly seen in graphene grown by CVD, which is believed to
alter the graphene's electrical and mechanical properties.
Unfortunately, it is challenging to directly distinguish grain
boundaries from wrinkles because of their similar morphol-
ogies. Long et al.277 reported high-resolution Kelvin potential
force microscopy (KPFM) to measure the work function distri-
bution of graphene line defects and found the different work
functions of grain boundaries, standing-collapsed wrinkles,
and folded wrinkles. They concluded that the unique work
function distribution of each type of line defect originated from
the doping effect induced by the SiO2 substrate using classical
and quantum molecular dynamics simulations. Ramiro Mar-
celo dos Santos et al.278 recently investigated the effects of the
different numbers of line defects of substitutional nitrogen or
silicon atoms on the penta-graphene electronic behavior. They
found that such doping can induce semiconducting, semi-
metallic, or metallic behavior depending on the doping atom
and targeted hybridization (sp2 or sp3-like carbons). They
concluded that nitrogen doping of sp2-like carbon atoms could
produce a bandgap modulation between semi-metallic and
semiconducting behavior.

Recent STM measurements have shown that the o–p line
defect exhibits excellent electronic properties.69,279 However, its
mechanical properties are largely unknown.280 Substitutional
nitrogen doping has been done via CVD or electrochemical
treatment.281–283 The effect of nitrogen doping on the electronic
properties of pristine or point-defected graphene has been
widely studied from both the experimental and computational
sides [241, 311–313].221,283–286 However, few studies have
addressed doping in extended line defects.287,288 Brito et al.288

have shown that nitrogen doping is more favorable near a line
hed lines delimit the semi-infinite strips of graphene introduced at the
ctures of the y ¼ 21.81 (LAGB I) and the y ¼ 32.21 (LAGB II) symmetric
oundary lines and the solid lines definite angles y1 and y2 (y ¼ y1 + y2)
per unit length g as a function of misorientation angle y for various flat
The two energetically favorable large-angles grain boundaries, LAGB I
ependence of g for the buckled small-angle armchair grain boundaries
merican Physical Society.
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defect than in the graphene region based on formation energies
using DFT. Berger et al.289 addressed the effects of nitrogen and
boron doping on the electronic andmechanical properties of h–
p and o–p line defects in graphene employing full-potential DFT
by investigating the fact that doping primarily affects the
occupation of the frontier orbitals, i.e., occupation through n-
type doping or local substitution with nitrogen increases the
ultimate tensile strength remarkably. What will happen in the
presence of two or more line defects? Motivated by nding an
efficient realization of the high valley polarization, Liu et al.290

studied the electron transmission coefficient in the presence of
several line defects. They discovered a noticeable change in
Fig. 9 Relaxed geometries of reconstructed armchair graphene edges: (a
reconstructed armchair edge in which two heptagons created by the Sto
at the graphene edges are shown in the right panel. (c) Band structure of
edge-related states (right panel). The labels A(B) and A0(B0) indicate ele
structure of a GNR with the ac(677) edge (left panel), and electronic dens
indicate electronic densities in the same band at G and X, respectively
Physical Society. Experimental evidence of: (e) zigzag edge reconstructio
ref. 332. Copyright 2009 American Physical Society.
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transmission coefficients with varying distances between two-
line defects with temperature insensitivity. Polarization could
be used for information processing much as the electron spin
degree of freedom is used in spintronics, with the added benet
of temperature insensitivity. Two methods have been suggested
for liing the degeneracy and thus achieving graphene valley
polarization: (i) by applying an external magnetic eld and (ii)
by modifying the lattice. The rst method requires very high
magnetic elds and low temperatures or optical pumping by
circularly polarized light to generate and detect valley polarized
currents. The second method is more compatible with modern
electronic synthesis but requires a practical way of generating
) pentagonal armchair edge with missing carbon atoms [ac(56)] and (b)
ne–Wales transformation share a side [ac(677)]. The bond lengths (in Å)
a GNR with an ac(56) edge (left panel), and electronic densities of two
ctronic densities in the same band at G and X, respectively. (d) Band
ities of two edge-related states (right panel). The labels C(D) and C0(D0)
. Reprinted with permission from ref. 329. Copyright 2008 American
n and (f) armchair edge reconstruction. Reprinted with permission from

© 2022 The Author(s). Published by the Royal Society of Chemistry
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functional atomic-scale structures and a compact scheme for
operating the device.291–297

Remarkably, extended line defects induce charge redistri-
bution in their surroundings and could thus behave as
a metallic wire embedded in a graphene sheet.69 As a result,
when compared to isolated defects associated with electron
scattering and heat generation,298 such topological defects may
improve graphene's electronic transport properties.107,279,280,299

However, these properties generally depend on the relative
orientation between the grain boundary and transport direc-
tion.300–302 It was shown that the interaction between graphene
and electron acceptor molecules increases the device's
conductivity. In contrast, electron donors induce a decrease in
conductivity, which has also been experimentally observed for
various molecules.303–308 Nonetheless, the interaction between
graphene and closed-shell molecules tends to be relatively
weak, implying a low signal-to-noise ratio. Zhang et al. investi-
gated whether the sensitivity of graphene-based nanosensors
could be improved by introducing dopants or vacancies.309,310

However, such an improvement to graphene-based gas sensors
comes at the cost of signicantly larger adsorption energies of
the target molecules and, consequently, an increase in recovery
time. Hence, a suitable sensor should have three essential
features: (i) a small but not negligible binding energy, (ii)
signicant sensitivity, and (iii) signicant selectivity to different
gases.311–313

2.7.2 Grain boundaries defects. The pairs of pentagons and
heptagons or those of pentagons and octagons are expected to
form at grain boundaries (GBs).314 Fig. 7f shows two graphene
grains connected with a relative misorientation of 27� and are
stitched together by a series of pentagons, heptagons, and dis-
torted hexagons, forming a tilt boundary.269 The non-hexagonal
rings in polycrystalline graphene play an essential structural
role as grain boundaries between arbitrarily oriented graphene
akes. Dislocations characterized by any Burgers vector as well
as grain boundaries, covering the whole range of possible
misorientation angles, can be constructed based on coupled ((1,
0) dislocation) and dissociated ((1, 1) dislocation) 5–7 pairs
separated by hexagons (Fig. 8).299 Recent atomic-resolution TEM
studies reported the observation of GBs in CVD-grown gra-
phene.69,113,269,315 The experimental studies have shown that the
GBs are not perfectly straight lines in general and that the sets
of pentagon–heptagon defects along the boundaries are not
periodic. These extended pentagon–heptagon defect lines
intercept each other at random angles, forming irregular poly-
gons with edges showing a stochastic distribution of lengths.
Theoretical studies have argued that GBs strongly affect gra-
phene's chemical, mechanical, and electronic proper-
ties.268,299,316 Electronic mobilities of lms produced through
CVD are lower than those reported on exfoliated graphene
because electronic transport is hindered by grains and
GBs.3,107,317–320 Recently, some theoretical studies concentrated
on the scattering and transport properties of an extended linear
defect acting as a one-dimensional conducting charged wire
using the tight-binding (TB) model.69,291,321,322

2.7.3 Edge defects. Different kinds of edge terminations
exist in 2D materials, which directly determine the
© 2022 The Author(s). Published by the Royal Society of Chemistry
morphologies and properties of 2D materials. Each graphene
layer is terminated by the edge atoms being either free or
passivated with hydrogen atoms. The mechanically exfoliated
graphene sheets have crystal cleavage behaviors.323 Experimen-
tally, various graphene edges have been fabricated and char-
acterized by different techniques. Among them, edges along the
zigzag (ZZ) or armchair (AC) direction are more frequently
observed. The edge of 2D graphene, as the surface of a 3D
crystal, plays a crucial role in determining its physical and
chemical properties and thus has been extensively studied
recently. Graphene edges are very reactive and are affected by
the ribbon width and the orientations of C atoms at their edges.
Graphene nanoribbons (GNRs) are more reactive than bulk
single graphene sheets. Zigzag GNRs (ZGNRs) show higher
chemical reactivity than armchair GNRs (AGNRs). ZGNRs have
higher chemical reactivity due to unpaired electrons on their
edges. Theoretical studies predict that ZGNRs are metallic and
have certain localized edge states, antiferromagnetically
coupled between the two edges, while AGNRs are nonmagnetic
and semiconducting. As a result, the edges of GNRs play a vital
role in modulating their electronic properties. Structural
modication of the edges, such as bond reconstruction, edge
functionalization, passivation, doping, and strain, leads to
alteration of the p-network at the edges. These structural
modications are potential methods to tailor the geometries,
stability, electronic properties, spin polarization, spin gap
asymmetry, and size of the graphene bandgap. Various atoms
and chemical groups have been used to functionalize the gra-
phene edges.31,324–328 Besides, hydrogen atoms and other
chemical groups that can saturate dangling bonds at the edge
under ambient conditions may be considered a disorder,
dramatically increasing the number of possible edge defects.
For example, an edge defect is the removal of a carbon atom
from a zigzag edge, which leads to a pentagon in the middle of
a row of hexagons at the edge, and other edge reconstructions
result in different combinations of pentagons and heptagons at
the edge, namely ac(56) and ac(677), as shown in Fig. 9a and
b.329 The unit cell size of the ac(677)-type edge was considered
twice that of the ac(56)-type edge along the graphene nano-
ribbon axis. In Fig. 9a and b, all geometries are strictly in-plane.
Fig. 9c and d show the electronic band structure and charge
densities at G and X in the armchair GNR with ac(56) and
ac(677), respectively. The electronic bands near the Fermi level
labeled AA0 and BB0 (Fig. 9c) and CC0 and DD0 (Fig. 9d) appear in
the forbidden band. At the zone boundary (X), the edge states
existed as deep levels, so they were more localized than the edge
states at the G point.329 It was reported that the edge hoping
energy t was �2.0 eV (ref. 330) using the maximally localized
Wannier function method331 for boundary soening in ideal
graphene. The edge formation shown in Fig. 9e and f has direct
experimental evidence of the pristine graphene edge's recon-
struction, including the observation of both zz(57) and
ac(677).332 Such spontaneous edge reconstructions have also
been discussed in ref. 333 and 334, and experimentally identi-
ed in ref. 115.

Therefore, to better understand the edge effects on the band
structure of GNRs theoretically, one should either develop more
RSC Adv., 2022, 12, 21520–21547 | 21533



Fig. 10 (a) Three types of corrugations: ripples, wrinkles, and crumples. Reprinted with permission from ref. 372. Copyright 2015 they published
by Elsevier Ltd. (b and c) Size effects of the flake on friction under different biaxial stretching strains in the substrate: (b) flake containing 2400
atoms and (c) MD simulations versus theories of the critical strain for first minimum friction. Reprinted with permission from ref. 385. Copyright
2019 the American Chemical Society.
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accurate calculations than those for standard ZGNRs and
AGNRs20,335 or consider the real structure of the edges.329,332,336

The edge defects in graphene nanoribbons were observed via
Raman spectra,337,338 STM,339 and high-resolution electronic
transmission microscopy.115,340,341 The edge disorder leads to the
conduction gap in the GNRs.342 Li et al.343 reported that the
current–voltage characteristic is reduced in vacancy on the edge
of ZGNR and induces the conductance gap near the Fermi
energy using DFT. The edge disorder leads to the metal–semi-
conductor transformation in the ZGNR. However, it changes the
properties of AGNRs slightly.344 On the other hand, the GNRs
are affected by the dephasing process because of thermal
environmental uctuations and electron–electron interaction.
As a result, decoherence transport is needed to obtain realistic
results.345 The Büttiker probe model346 or self-consistent Born
approximation347 can use the dephasing scattering processes in
non-equilibrium Green function formalism. It is well known
that the surface plasmon resonance frequency in GNRs is
a function of the width and the carrier density of the ribbons.348

Although challenging to characterize at the nanoscale, the
inactive edge has been evidenced by Raman spectroscopy349 and
microwave atomic force microscopy350,351 to show different
characteristics than in the basal plane. In addition, Fei et al.352

also reported that the carrier density is enhanced near the
sample edge using near-eld infrared nanoimaging in exfoli-
ated graphene. The patterned graphene edges have profound
effects on doping, scattering, and plasmon reection, presum-
ably caused by edge defects and roughness353 using the litho-
graphically patterned CVD technique. Edge states introduced
on GNRs using lithography constantly change the background
charge density.354 Therefore, graphene edges are assumed to be
efficient doping centers through the passivation and function-
alization of the edges.355 The effect of the vacancy edge defect
21534 | RSC Adv., 2022, 12, 21520–21547
(bonds breaking between carbon atoms) of a graphene sheet on
the Raman spectrumwas studied by Ten et al.,356 and they found
common changes in the Raman spectrum for the presence of
nitrogen and oxygen atoms. A steric effect decreased the
stretching vibration q (CH) frequency, which appeared in
2700 cm�1 and corresponded to the 2D vibration. The vacancy
edge defect modeling results for the nitrogen-doped graphene
sheet fragment functionalized by oxygen atoms were compared
with experimental TEM data.113,115

Moreover, Park et al.330 investigated the roles of the pseu-
dospin and the valley degeneracy in electron scattering at gra-
phene edges using experimental techniques such as STM and
theoretical analyses. They discovered that charge density
modulations of short-wavelength oscillations and gradually
decaying beat patterns strongly correlate with pseudospin and
valley degeneracy. Furthermore, they claimed that the armchair
edge exhibits nearly perfect intervalley scattering with variation
in pseudospin. In contrast, the zigzag edge shows intervalley
scattering only with the change in pseudospin orientation. They
also simulated the armchair edge with pentagons332 and found
an atomic-scale node-like structure in the y-axis direction. The
zigzag edge, however, was not found to have a periodic modu-
lation like a node.

2.7.4 Strain. Strain is oen overlooked in the experimental
synthesis of graphene because of surface corrugation of the
substrate or lattice mismatch between the graphene layer and
substrate.357 Thermal effects have been observed to deviate
graphene from planarity in experimental and theoretical
studies.358,359 The asymmetric distribution of C–C bond lengths
resulting from the localized electrons forces the graphene
lattice to become non-planar to minimize free energy, thus
forming ripples or buckles with heights of up to 1 nm. There-
fore, thermal uctuations induce ripples in intrinsic features of
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 11 (a) Bernal phase, or AB stacked, BLG and (b) turbostratic-stacked BLG. Reprinted with permission of ref. 424. Copyright 2020 Nature
publishing group. (c) A typical AB–BA stacked BLG under strain, (d) the resulting band structure, and (e) schematics of valley-momentum-locked
edge states at a tilt boundary. Reprinted with permission from ref. 425. Copyright 2013 the American Physical Society.
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graphene sheets. As observed under STM,360 these spontaneous
ripples on the suspended graphene are dynamic. In addition,
ultrathin lms with only dozens of layers were observed to be
thermodynamically unstable unless they inherently constitute
a part of 3D structures (e.g., a substrate with a matching
lattice).361–363 Indeed, partially decoupled bending and stretch-
ing modes can signicantly stabilize the atomically thin lm.364

In addition to intrinsic strain, extrinsic strain can be created
and tuned in graphene by different methods.365,366 The strain
can modify graphene's band structure and electronic proper-
ties, as reported by rst-principles studies.366–368 Graphene can
be characterized by two types of strain: uniaxial and shear
© 2022 The Author(s). Published by the Royal Society of Chemistry
strain. The strain shows different behavior on graphene
depending on its edge, either zigzag or armchair. For example,
the bandgap of AGNRs was dependent on their geometry and
the applied compression, while the antiferromagnetic states of
ZGNRs were found to improve with compression.366 In the
mechanical stress, the critical strain at which the formation of
SW defects in graphene becomes thermodynamically favorable
was computed as 6–9% (ref. 121 and 369–371) and 12–17% (ref.
369 and 371) in the zigzag and armchair directions, respectively.
The reactivity and functionalization of graphene can be boosted
by applying stress to it. DFT studies reported the possible
adsorption of H2, N2, NO, and CO molecules on the strained
RSC Adv., 2022, 12, 21520–21547 | 21535



Fig. 12 (a) The relaxed structures, (b) spin density plots, (c) band structures and (d) DOS of upper layers of two types of Bernal-stacked graphene
bilayers with a single vacancy (B1, B2) and graphene monolayers with a single vacancy (M). Reprinted with permission from ref. 430. Copyright
2008 IOP Publishing Ltd.
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graphene surface.368 Wrinkles and crumples are the other types
of corrugations in graphene sheets except for ripples
(Fig. 10a).372 Wrinkles are generally formed in metallic
substrates because of the opposite thermal deformation and
defect lines.373–375 Crumples are dense deformations in 2D or
3D, generated by rapid evaporation.376 Previous research found
that friction between strained graphene and a diamond atomic
force microscopy tip or silicon dioxide substrate decreases
monotonically as stretching increases.377–381 Several recent
studies suggest that this monotonic reduction could also exist
for graphene friction pairs with uniaxial or biaxial stretching
strained on one of the surfaces.382–384 Wang et al.385 studied the
effect of stretching strain (both uniaxial and biaxial) on the
friction of graphene friction pairs using MD simulations. They
found that the critical strain is required for a remarkable
reduction in friction that decreases drastically with an increase
in the size of the graphene ake, with a maximum size of more
than 10 nm, as shown in Fig. 10c, and the underlying mecha-
nism was supposed to be the evolution of moiré patterns. The
critical strain corresponds to the rst minimum in friction (3%
strain), as shown in Fig. 10b. Although earlier studies386,387

found that tiny uniaxial strains opened a gap at the Fermi level,
subsequent studies367,388–393 claimed that graphene remains
gapless at small and moderate uniaxial strains up to a critical
threshold deformation. The high failure limit of the strain was
found to be about 25–27% in graphene for strain effects on the
bandgap engineering of graphene.394–399 Recently, Sahalianov
and Radchenko investigated whether the bandgap in graphene
can open via different types of lattice deformations.400–405

As a result, it does not show any piezoelectric behavior;
however, several experimental and theoretical studies have
shown the modication or engineering of graphene to achieve
a piezoelectric response.406 Wang et al.407 reported the in-plain
direct piezoelectric effect when in-plain biaxial strain is
21536 | RSC Adv., 2022, 12, 21520–21547
applied using the AFM tip on graphene membranes across the
supported/suspended graphene boundary, and band bending
occurs because of biaxial strain. Graphene grown on metallic
substrates oen shows a periodic superstructure. Periodic
height modulations have been measured in suspended gra-
phene samples because of the mismatch between the expansion
coefficients of graphene and substrate. Strains in suspended
samples can be expected during the fabrication process. Many
suspended samples show scrolls that induce signicant curva-
tures and elastic strains.408 Recently, Hsu et al.409 reported an
approach to manipulating the topological states by applying
strain at room temperature and found an induced giant pseudo-
magnetic eld (up to �800 T) in strained graphene.

2.7.5 Defects in bilayer and multilayer graphene. Multi-
layer graphene layers are fabricated as a graphite-like structure
by combining two or more graphene layers in a specic order.
Their mechanical, optical, and electronic properties might be
manipulated by varying the stacking order, interlayer spacing,
and relative twisting angle.410–416 Bilayer graphene consists of
two stacked monolayers that may or may not be shied towards
each other in a stacked AB, or AA, or a twisted orientation,
possessing an interlayer distance of 3.35 Å with the application
of weak van der Waals interaction between the layers.417–419

There will be no chemically bonded carbon atoms between the
layers in pristine graphene. However, even in bilayer graphene,
the defective graphene sheet layers will form new chemical
bonds with adjacent carbon atoms because of intrinsic defects
(holes, dangling bonds, or carbon atoms in the migrating state)
in the graphene.420–423 The structural defects will be more
complex if the stacking process involves more graphene layers.
As a result, graphene in different stacking regions must involve
concurrent domain processes in constructing the graphite
structure. The stacking of two monolayers of graphene with
a specic twisting angle (q) to get stacked bilayer graphene
© 2022 The Author(s). Published by the Royal Society of Chemistry
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(BLG) has been studied: namely Bernal-stacked BLG with q ¼
0� and an interlayer distance of �3.37 Å, and turbostratic-
stacked BLG with q ¼ 20� and an interlayer distance of �3.44
Å as shown in Fig. 11a and b.424 A typical AB–BA stacked BLG
under strain, the resulting band structure, and schematics of
valley-momentum-locked edge states are shown in Fig. 11c–e.425

In typical samples, the domain wall separating the AB- and BA-
stacked domains has substantial width ranges 5–20 nm and the
twisting angle ranges from 0–90�.421 The energy spectrum was
plotted in Fig. 11d with the model parameters t ¼ 2.8 eV and D

¼ 0.5 eV. The moiré pattern emerged with a higher period-
icity.419,426 A previous DFT study revealed that the migration
barrier for monovacancy in turbostratic-stacked BLG is 9–14%
higher than that in monolayer graphene, depending on the
migration direction, while that of divacancy in BLG is almost
the same as that in the divacancy of monolayer graphene. The
non-planar distortion is small in the divacancy structure, and
the upper or lower layer does not affect the SW-type bond
rotation.427

Ochapski et al.428 investigated the inuence of the defect
density in multilayer graphene sheets (prepared via CVD on Ni
substrates) on Li intercalation at room temperature using X-ray
photoelectron spectroscopy. They found that Li intercalation is
independent of the amount of defect induced, and the edges of
the graphene akes are dominant sites for Li adsorption in
multilayer graphene. Castro and co-workers429 reported the
occurrence of localized states at zigzag edges of N-layer gra-
phene using the tight-binding method. They found the surface
states in a single plane in monolayer graphene, nite-amplitude
states over the two rst or last layers of the stacked bilayer
graphene, nite-amplitude states over three consecutive layers,
etc. Multilayer graphene edge states were observed because of
the next-nearest-neighbor interlayer hopping.

On the other hand, Choi et al.430 investigated monovacancy-
induced magnetism in graphene bilayers using DFT methods.
Because of the interlayer charge transfer from the adjacent
defect-free layer to the vacant layer, spin magnetic moments
localized at the vacancy sites of two types of Bernal-stacked
graphene bilayers with a monovacancy (B1, B2) decrease by
about 10% more than those of a graphene monolayer with
a monovacancy. The relaxed structures, spin density plots, band
structures, and DOSs of the upper layers of B1, B2, and M are
shown in Fig. 12. The Bernal-stacked (AB-type) graphene layer
with a single vacancy and a graphene monolayer with a single
vacancy are shown in Fig. 12a. The spatial localization of spin
densities near the vacancy site and their distributions with
mirror symmetry with respect to the y-axis are shown in
Fig. 12b. Magnetic moments of 1.31 and 0.04 mB were computed
for B1, 1.35 and 0.04 mB for B2, and 1.52 mB for M, respectively.
The comparison 2 of band structures among B1, B2 and M was
shown in Fig. 12c. The DOSs of the upper layer in graphene
bilayers with a single vacancy are shown in Fig. 12d. In Fig. 12c
and d, the contributions of spin-up and spin-down electrons
were represented by red and black for B1 and M and blue and
green for B2 and M, respectively. The band structure showed the
localized sp2 dangling bond states at an energy of�0.5 eV below
the Femi level and quasi-localized defect states pinned at the
© 2022 The Author(s). Published by the Royal Society of Chemistry
Fermi level.430 The DOSs revealed that the magnetic moments
mainly originate from the localized sp2 dangling-bond states
and the contributions of quasi-localized defect states are minor
for all three systems considered. An experimental technique
was presented to directly manipulate dislocations in situ
nanoscale using scanning electron microscopy to measure
fundamental properties such as line tension, defect interaction,
and node formation in free-standing bilayer graphene based on
stacking order (AB or AC).431 Moon et al.432 demonstrated a layer-
engineered exfoliation technique for observing large-scale gra-
phene (mm size) with selective thickness control and adjusting
these exfoliated layers with different metal lms via the spalling
mechanism. Recently, the twisted or stacked bilayer (or multi-
layer) graphene has been attracted signicant attention from
both theoretical and experimental researchers because of its
extraordinary optical433–436 and electronic properties.437–443 These
studies shed light on understanding defect structures in gra-
phene where the number of layers is greater than or equal to 2.
It could be crucial to use graphene in nanodevice and nano-
engineering techniques.

3. Summary and outlook

Most of the research on graphene is circumvented around its
pristine form. However, inevitable structural defects during the
production process affect mechanical, thermal, and electrical
properties of graphene and graphene-based nanocomposites. It
is hypothetical to obtain a pristine form of graphene because of
the method of production, chemical and heat treatment, and
electron and ion beam irradiation. Investigating the effect of
these defects on graphene's mechanical, thermal, and electrical
properties is crucial for fundamental research in nanodevices.
For these reasons, researchers shied their focus to exploring
the effect of defects on graphene's mechanical and fracture
properties. In addition, charge or spin imbalances between the
sublattices of graphene because of its symmetry and zero
bandgap characteristics can be created by its interaction with
the substrate, which alters its electronic and magnetic proper-
ties caused by its modied lattice. Therefore, controlling its
interactions with the substrate and the surrounding environ-
ment is not easy. Structural modication of the edges, such as
bond reconstruction, edge functionalization, passivation,
doping, and strain, also tailors the inherent properties of gra-
phene. Moreover, the current focus of the eld is on controlling
the annealing processes to make defect-free graphene nano-
structures. However, a subsequent stage will likely be to create
single defects within perfect graphene deliberately (e.g., a small
pore, a single step in a zigzag edge, or replacing a single C atom
with a Pt atom) with the same level of perfection, which may
have several applications, from electronic devices to catalysis.

Many fabrication methods for graphene have emerged.
However, various kinds of defects, such as vacancies, substitu-
tional impurities, adatoms, and topological defects, are inevi-
tably formed during the growth of graphene because of the
imperfection of the graphene production processes. In addi-
tion, defects can also be intentionally incorporated into gra-
phene by ion-beam irradiation or chemical treatments.
RSC Adv., 2022, 12, 21520–21547 | 21537
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Although the defects in graphene can be helpful in some
applications, such as enhancing chemical reactivity and
generating magnetism, the defects in graphene can adversely
affect thermal conductivity and reduce mechanical strength.
Besides, the decrease in the transport properties of graphene
has also been attributed to defects. As a result, the large-scale
preparation of graphene lms with minimal defects has been
challenging for commercial applications.

Regarding divacancy's effect on graphene's thermal trans-
port, only the 5–8–5 (two pentagons and one octagon) divacancy
was studied. 10% of divacancy defects were reported to reduce
the thermal conductivity of graphene by 80%, and the decrease
in thermal conductivity of the zigzag graphene nanoribbon is
more signicant than that of the armchair type for high defect
concentration. However, experimental results show that 5–8–5,
555–777 (three pentagons and three heptagons), and 5555–6–
7777 (four pentagons, four heptagons, and one hexagon) diva-
cancies are stable and familiar in graphene, and they can
propagate in the structure or transform each other. Therefore, it
is necessary to systematically study the effect of divacancies
with different structures on the thermal transport properties of
graphene. In addition, it was found that thermal conductance
could be effectively regulated by controlling the orientation or
changing the length of the embedded long chain. The decrease
in thermal conductance is caused by the change in phonon
dispersion and the scattering of defects. However, the inuence
of 48 extended line defects on the thermal transport properties
of the zigzag graphene nanoribbon has not been reported. If we
consider the general relevance of divacancies to charge trans-
port in nanotubes, as well as the fact that the 555–777 structure
is more stable in graphene than the 5–8–5, it is fascinating to
know the answer to questions such as (i) is the 555–777 defect
also the most stable conguration in nanotubes? (ii) If not, why
is this so, and for what single-walled nanotube diameter will the
crossover occur as graphene can be considered innite diam-
eter tubes? (iii) How does the 555–777 divacancy inuence its
transport properties? In situ annealing studies of such defects in
a dedicated environmental chamber under high-resolution
conditions would be rewarding to study the effects of each
symmetry-breaking mechanism. Combining tip-enhanced
Raman and TEM studies on the same graphene defect could
provide unique information about the dynamics of such defects
and the changes in the different vibrational modes. A feasibility
study using such defects is currently being carried out.
However, it is a big challenge to make such defects. The
possibility of tailoring the electronic properties of graphene
using such defects has been investigated, although control over
the precise location remains a challenge. Carbon adatoms can
catalyze the formation and dissociation of bonds in graphene
because of their under-coordination for bulk sp2 carbon atoms.
Still, their exact role and observation of common compound
defects in graphene remain unclear.

Most theoretical calculations based on rst-principles DFT
are limited to a few hundred atoms. At the same time, the
accuracy and reliability of the calculation results are question-
able when using empirical classical interatomic potentials with
many atoms. Therefore, it would be desirable to have a fast
21538 | RSC Adv., 2022, 12, 21520–21547
computational tool to calculate systems with complex defects
and thousands of atoms. In this regard, tight-binding methods
can bridge the gap between the rst-principles DFT calculations
and the simulations using empirical classical potentials.
Moreover, the properties of the adatoms adsorbed on the gra-
phene system are strongly dependent on the adsorption
conguration (e.g., isolated adatoms versus clusters), so it is
crucial not only to understand these effects (conguration-
dependent properties and migration) from a theoretical point
of view but also to be able to probe them experimentally.

The doping of graphene with transition metals and their
spintronics applications is underway. Thus, the study of
magnetic substitutional impurities is essential for a theoretical
understanding of magnetism for atomic defects in graphene
and for explaining experiments in progress that dope graphene
with elements of the traditional magnetic bulks (Fe, Co, and Ni).
Besides, the origin of electrocatalytic activity and the nature of
the electrochemical reaction processes on the M–Nx–G catalysts
should be understood to open a new era for the design of
graphene-based materials with superior catalytic activity toward
electrochemical reactions. Such types of studies would motivate
further research in this direction.

The line defect corresponding to grain boundaries in gra-
phene should be paramount. It is well-known that the proper-
ties of polycrystalline materials are oen dominated by the size
of their grains and the atomic structure of the grain boundaries.
Still, the role of such systems should be pronounced in gra-
phene, where even a line defect can divide and disrupt a crystal.
A more generalized means of forming various types of extended
line defects (ELDs), for example, using foreign elements (doped
ELDs), is quite demanding. Grain boundaries may govern the
transport in such samples. The edges of graphene nanoribbons
(GNRs) play a crucial role in modulating their electronic prop-
erties. Structural modication of the edges, such as bond
reconstruction, edge functionalization, passivation, doping,
and strain, leads to alteration of the p-network at the edges.
These structural modications are potential methods to tailor
the geometries, stability, electronic properties, spin polariza-
tion, spin gap asymmetry, and size of the graphene bandgap.
Maximizing the ultimate strength of defected graphene is
necessary to optimize it into a versatile energy material.
Therefore, a fundamental understanding of such defects' elec-
tronic andmechanical properties is essential. The linear defects
corresponding to grain boundaries in graphene should be of
prime importance because grain boundaries may govern the
electronic transport in such samples because of their crucial
role in 2D materials. Moreover, the characterization and
understanding of the edge atomic structure and termination in
graphene and multilayer graphene sheets are vital to future
tailoring of the electronic and spin dynamics through
controlled edge terminations. Information regarding the
system of the intrinsic edges of graphene and multilayer gra-
phene sheets produced via exfoliation is relatively unknown,
and further work is needed to build an understanding.

Experimental measurements of the magnetic moment of
defective graphene and traces of room temperature ferromag-
netism are still limited. These difficulties in observing
© 2022 The Author(s). Published by the Royal Society of Chemistry
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ferromagnetism in graphene and graphene-based systems are
poorly understood and remain debatable. In such conditions,
theoretical studies predicting the defective graphene's magne-
tism using rst-principles calculations are appreciable. Unfor-
tunately, graphene's lack of intrinsic magnetism rules out its
use for the spin-polarized current generation. One could use
ferromagnetic electrodes as intermediates for spin injection,
but the efficiency of such a setup is inadequate because of
important contact-induced spin relaxation phenomena. Indeed,
while AGNRs do not display magnetic ordering, edge-localized
magnetic states have been predicted in ZGNRs. However, as
these localized states are sensitive to edge roughness, their
experimental observation has remained a real challenge for
a long time. Although the formation energy of SW defects and
the activation energy of SW transformations are reduced by
several electron volts at the critical strain, such transformations
are still kinetically limited. More signicant strains should be
applied to observe them experimentally. To heal vacancy defects
in graphene in a controlled way would be appreciable. High-
temperature thermal annealing, adding foreign atoms, or
drawing support from some metal substrates can efficiently
remove unwanted defects. However, it is still difficult to regulate
the concentration of the defects in the actual experiments,
especially for the large area of graphene or batch processing.
Therefore, the nature of the healing mechanism should be
explored.

Graphene and its derivatives have been used as a substrate
for stem cells in regenerative medicine. To use stem cells in
transplantation and tissue engineering, it is necessary to stim-
ulate them properly and provide suitable synthetic or natural
growth conditions. An additional benet would be a scaffold
material with a controllable and interactive interface with the
living cells. Since carbon is an abundant and cheap element, its
use for industrial applications would become a part of global
sustainability planning by achieving it from CO2 or waste CH4.
As a result of their spectacular electronic, thermal, mechanical,
and magnetic properties, graphene sheets are expected to offer
an exceptional choice in electrochemical energy conversion and
storage applications. However, fully realizing their applications
in nanoelectronics, sensors, transparent electrodes, energy
storage, conversion devices, and biomedicine still requires
much fundamental research for the controlled introduction of
intrinsic and extrinsic defects in the growth process in the
future. This review is expected to understand the vital role of
structural defects in graphene and consequently help investi-
gate graphene defects for potential applications.
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106 J. Červenka, M. Katsnelson and C. Flipse, Nat. Phys., 2009,
5, 840–844.

107 O. V. Yazyev and S. G. Louie, Nat. Mater., 2010, 9, 806–809.
108 B. W. Jeong, J. Ihm and G.-D. Lee, Phys. Rev. B: Condens.

Matter Mater. Phys., 2008, 78, 165403.
109 L. Kou, C. Tang, W. Guo and C. Chen, ACS Nano, 2011, 5,

1012–1017.
110 X. Lin and J. Ni, Phys. Rev. B: Condens. Matter Mater. Phys.,

2011, 84, 075461.
111 A. Hashimoto, K. Suenaga, A. Gloter, K. Urita and S. Iijima,

Nature, 2004, 430, 870–873.
© 2022 The Author(s). Published by the Royal Society of Chemistry
112 M. H. Gass, U. Bangert, A. L. Bleloch, P. Wang, R. R. Nair
and A. Geim, Nat. Nanotechnol., 2008, 3, 676–681.

113 J. C. Meyer, C. Kisielowski, R. Erni, M. D. Rossell,
M. Crommie and A. Zettl, Nano Lett., 2008, 8, 3582–3586.

114 J. H. Warner, M. H. Rümmeli, L. Ge, T. Gemming,
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378 A. L. Kitt, Z. Qi, S. Rémi, H. S. Park, A. K. Swan and
B. B. Goldberg, Nano Lett., 2013, 13, 2605–2610.

379 L. Yang, Y. Guo and Q. Zhang, Diamond Relat. Mater., 2017,
73, 273–277.

380 Q. Bai, X. He, J. Bai and Z. Tong, AIP Adv., 2016, 6, 055308.
381 P. Yin and M. Ma, ACS Appl. Nano Mater., 2018, 1, 6596–

6602.
382 X. Lin, H. Zhang, Z. Guo and T. Chang, Tribol. Int., 2019,

131, 686–693.
383 K. Wang, W. Ouyang, W. Cao, M. Ma and Q. Zheng,

Nanoscale, 2019, 11, 2186–2193.
384 Y. Dong, Z. Duan, Y. Tao, Z. Wei, B. Gueye, Y. Zhang and

Y. Chen, Tribol. Int., 2019, 136, 259–266.
385 K. Wang, C. Qu, J. Wang, W. Ouyang, M. Ma and Q. Zheng,

ACS Appl. Mater. Interfaces, 2019, 11, 36169–36176.
386 Z. H. Ni, T. Yu, Y. H. Lu, Y. Y. Wang, Y. P. Feng and

Z. X. Shen, ACS Nano, 2008, 2, 2301–2305.
387 G. Gui, J. Li and J. Zhong, Phys. Rev. B: Condens. Matter

Mater. Phys., 2008, 78, 075435.
388 M. Huang, T. A. Pascal, H. Kim, W. A. Goddard III and

J. R. Greer, Nano Lett., 2011, 11, 1241–1246.
389 R. Ribeiro, V. M. Pereira, N. Peres, P. Briddon and

A. C. Neto, New J. Phys., 2009, 11, 115002.
390 S.-M. Choi, S.-H. Jhi and Y.-W. Son, Phys. Rev. B: Condens.

Matter Mater. Phys., 2010, 81, 081407.
391 Z. H. Ni, T. Yu, Y. H. Lu, Y. Y. Wang, Y. P. Feng, Z. X. Shen

and T. Low, ACS Nano, 2009, 3, 483.
392 M. Farjam and H. Rai-Tabar, Phys. Rev. B: Condens. Matter

Mater. Phys., 2009, 80, 167401.
393 S. Souma, Y. Ohmi and M. Ogawa, J. Comput. Electron.,

2013, 12, 170–174.
394 Y. Wei and R. Yang, Natl. Sci. Rev., 2019, 6, 324–348.
395 D. G. Papageorgiou, I. A. Kinloch and R. J. Young, Prog.

Mater. Sci., 2017, 90, 75–127.
396 Q. Cao, X. Geng, H. Wang, P. Wang, A. Liu, Y. Lan and

Q. Peng, Crystals, 2018, 8, 357.
397 E. Cadelano, P. L. Palla, S. Giordano and L. Colombo, Phys.

Rev. Lett., 2009, 102, 235502.
398 C. Lee, X. Wei, J. W. Kysar and J. Hone, Science, 2008, 321,

385–388.
399 F. Liu, P. Ming and J. Li, Phys. Rev. B: Condens. Matter Mater.

Phys., 2007, 76, 064120.
400 I. Y. Sagalianov, T. M. Radchenko, Y. I. Prylutskyy,

V. A. Tatarenko and P. Szroeder, Eur. Phys. J. B, 2017, 90,
1–9.

401 I. Y. Sahalianov, T. Radchenko, V. Tatarenko and
Y. I. Prylutskyy, Ann. Phys., 2018, 398, 80–93.

402 T. Radchenko, I. Sahalianov, V. Tatarenko, Y. Prylutskyy,
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