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A B S T R A C T

Planar gated blood pool (GBP-P) radionuclide imaging is a valuable non-invasive technique for assessing left ventricular ejection fraction (LVEF).
Serial cardiac imaging can be performed to monitor the potential decline in LVEF among patients undergoing cardiotoxic chemotherapy. Conse-
quently, accurate LVEF determination becomes paramount. While commercial software programs have enhanced the LVEF values’ reproducibility,
concerns remain regarding their accuracy. This study aimed to generate a database of GBP-P studies with known LVEF values using Monte Carlo
simulations and to assess LVEF values’ accuracy using four commercial software programs.
We utilised anthropomorphic 4D-XCAT models to generate 64 clinically realistic GBP-P studies with Monte Carlo simulations. Four commercial

software programs (Alfanuclear, Siemens, General Electric Xeleris, and Mediso Tera-Tomo) were used to process these simulated studies. The ac-
curacy and reproducibility of the LVEF values determined with these software programs and the intra- and inter-observer reproducibility of the
LVEF values were assessed.
Our study revealed a strong correlation between LVEF values calculated by the software programs and the true LVEF values derived from the 4D-

XCAT models. However, all the software programs slightly underestimated LVEF at lower LVEF values. Intra- and inter-observer reliability for LVEF
measurements was excellent.
Accurate LVEF assessment is crucial for determining the patient’s cardiac function before initiating and during chemotherapy treatment. The

observed underestimation, particularly at lower LVEF values, emphasises the need for the accurate and reproducible determination of these values
to avoid excluding suitable candidates for chemotherapy. The software programs’ excellent intra- and inter-observer reliability highlights their
potential to reduce subjectivity when using the semi-automatic processing option.
This study confirms the accuracy and reliability of these commercial software programs in determining LVEF values from simulated GBP-P

studies. Future research should investigate strategies to mitigate the underestimation biases and extend findings to diverse patient populations.
Gated blood pool studies, left ventricular ejection fraction, Monte Carlo simulations, 4D-XCAT models.

1. Introduction

Planar gated blood pool radionuclide imaging (GBP-P) has long been instrumental in non-invasive assessments of regional wall
motion, left ventricular ejection fraction (LVEF), and other indices of ventricular function [1]. LVEF, expressed as a percentage,
represents the ratio of blood volume ejected during systole (stroke volume) from the left ventricle (LV) to the total volume of blood at
the end of diastole. The primary modalities used for determining LVEF include GBP-P imaging, 2D/3D echocardiography (EC), and
cardiac magnetic resonance imaging (CMR) [2–4]. While 2D/3D EC does not involve radiation exposure, it is less favoured due to its
operator dependency and reliance on geometric assumptions [2–5]. CMR is often the standard choice for non-invasive cardiac studies
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due to its superior contrast, resolution, and lack of radiation exposure [2,4,6]. However, CMR is unsuitable for patients with certain
implants, such as implantable cardioverter defibrillators, most pacemakers, and metallic or cochlear implants, which may contrain-
dicate its use [2,4,5].
Since the 1970s, GBP-P imaging, a cost-effective, non-invasive, and reproducible procedure to determine LVEF in patients, has

gained popularity in evaluating cardiac ventricular function [7,8]. The European Association of Nuclear Medicine (EANM) guidelines
provide reference LVEF values for radionuclide imaging of cardiac function [9]. LVEF is widely used to assess the risk of cardiotoxicity
in chemotherapy patients [2–5,8,10–16]. It is widely agreed that chemotherapy treatment is discontinued if the pre-chemotherapy
LVEF is below 50 % or decreases by more than 10 % post-treatment [17]. Accurate and reliable LVEF measurements are thus
essential for optimal patient care, preventing complications [2,3,7,8,10].
Sachpekidis et al. and Foley et al. [4,5] have highlighted GBP-P’s distinct advantages, including ease of use, high accuracy, and

reproducibility, compared to CMR imaging. Their findings underscore GBP-P’s potential as a robust technique for non-invasive LVEF
assessment, emphasising its value in clinical practice and research settings [4].
Commercial software programs are frequently used to process GBP-P studies to determine LVEF values. Software updates, including

semi-automatic and automatic processing methods, have improved the reliability of these measurements by reducing the risk of
variance. These advancements aim to enhance the accuracy and consistency of LVEF calculations. However, ensuring the accuracy and
precision of LVEF values obtained from new and existing software remains crucial for delivering consistent, accurate and reliable
results [10]. Fair et al. [11] and De Bondt [15] have noted that software programs often lack extensive testing before clinical
implementation.
Validating the accuracy and consistency of commercial software for LVEF measurement using human and/or animal GBP-P studies

faces challenges, particularly concerning ethical considerations, radiation exposure, and difficulties in obtaining known cardiac
volumes for verification. While physical phantoms offer a controlled testing environment, they have limitations in replicating the
complex anatomy of human organs and are costly to produce in various sizes [15,18].
To address these challenges, the emergence of digital hybrid phantoms provides an opportunity to evaluate and compare the

accuracy of LVEF values determined with various software packages by comparing it with known input values. We therefore propose
using a clinically realistic, Monte Carlo (MC) simulated database of GBP-P images with known LV volume and LVEF values for software
validation. This approach overcomes the ethical and practical limitations of human and animal studies and the constraints associated
with physical phantoms.
In a previous study [13], we proposed using hybrid phantoms to simulate GBP studies. Specifically, we utilised the 4D-XCAT

phantom, developed by Segars et al. [19,20] for the evaluation of LVEF values using commercial software. The XCAT software en-
ables the creation of digital patient phantoms with detailed anatomical and physiological realism [20] useful for biomedical research
[21]. It includes a diverse population of human anatomies, enhancing phantom variability by varying age, height and weight [21–23].
The 4D-XCAT phantom is a valuable resource in imaging research for assessing imaging devices and techniques.

1.1. This study aims to

(i) Generate a database of GBP-P studies with known LVEF values using MC simulations of digital hybrid patient phantoms.
(ii) Evaluate the accuracy of LVEF values obtained from processing the simulated GBP-P studies using four commercial software

programs.

2. Materials and methods

2.1. 4D-XCAT models and Monte Carlo simulations

A database of six anthropomorphic 4D-XCAT models (three male- and three female models) [19] was used to simulate clinically
realistic GBP-P studies [13] with the SIMIND MC program [24]. These models were selected to include a wide range of ventricular
end-diastolic (ED), end-systolic (ES), and stroke volumes, thereby providing a comprehensive set of LVEF values. The accuracy of four
commercially available software programs for determining LVEF values was assessed using the simulated GBP-P studies. Detailed
demographic information regarding the selected 4D-XCAT models is presented in Table 1.
Each of the six 4D-XCAT models was scaled to create a database with additional models with varying ES cardiac volumes, resulting

in a range of EF values. Cardiac scaling factors were applied to generate different clinically realistic phantoms. Fig. 1 illustrates a

Table 1
Demographic and biometric data of the six 4D-XCAT models.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Gender Male Female Male Female Male Female
Age 36 59 52 54 60 51
Ethnicity Caucasian Caucasian Caucasian Unknown African Unknown
Weight (kg) 75.60 63.70 108.00 87.00 81.50 59.25
Height (cm) 176.1 162.7 183.2 161.0 175.0 158.0
Body Mass Index 24.38 24.06 32.18 33.56 26.61 23.73
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flowchart of the database generation. Left and right ventricular as well as atrial volumes were kept in clinically acceptable ranges [25],
and models not complying were excluded.
A summary of the parameters used to create the 4D-XCAT models is as follows.

− All models were generated to include cardiac and respiratory motion [19,21–23]. The entire heart was translated and/or rotated to
mimic respiratory motion.

− Thirty-two time-frames were generated over the cardiac cycle for all models, as stated by guidelines [9,26,27] implemented at our
institution.

− No other scale factor was introduced to any of the organs besides the heart scale factor.
− Segmented activity maps and the density maps used for the simulation were generated as 512 x 512 image matrixes with a voxel
size of 0.98 × 0.98 × 0.98 mm3 (Fig. 2).

The Siemens Symbia gamma cameramodel used to simulate the GBP-P studies was described in our previous article [13]. The XCAT
software was used to create 32 time-frames of the 4D-XCAT phantom for each patient model. Due to factors such as breathing, cardiac
rotation, and the fluctuating cardiac cycle, the heart’s position within the thoracic cavity changes at each of the 32 time-frames. The
attenuation- and activity maps generated with the XCAT software for the 32 time-frames of the 4D-XCAT models served as input files
for the SIMIND MC code. The phantoms’ activity distributions (also referred to as activity maps) were derived from GBP-P studies of
patients from our clinic. The simulations were performed with the assistance of the High-Performance Cluster of the University of the
Free State with 280 kcounts per time frame for 200 million photon histories per image to limit the MC statistical uncertainty. As
recommended by Ljungberg [13,24,28], Poisson noise was incorporated during the simulation process to ensure the noise levels in the
simulated images closely resembled those observed in clinical radionuclide images. Other simulation parameters are summarised in
the flowchart in Fig. 1.
The 32 simulated time-frames were concatenated using ImageJ [29] to create GBP-P studies of ~9000 kcounts mimicking clinically

realistic GBP-P studies. These simulated studies (Fig. 3) were subsequently converted to DICOM file format using an in-house software
program and transferred to the appropriate Nuclear Medicine processing workstations.

2.2. Processing the simulated GBP-P studies

Four different commercial software programs (Alfanuclear (AN), Xeleris by General Electric (GE-X), Siemens (SM), and Tera-Tomo
from Mediso (M-TT)) were utilised to process the 64 simulated GBP-P studies (Table 2, Fig. 1). Three independent operators with at
least five years of clinical experience blindly processed each GBP-P study three times, allowing the assessment of intra- and inter-
observer reproducibility of LVEF calculation. Bunting et al. [30] indicated that the time between repetitions should be long enough
to prevent interference from the preceding test. For this reason, the operators in our study were asked to repeat the processing of the
GBP-P studies on different days to ensure that the observers were not biased. All GBP-P studies underwent standard processing pro-
cedures similar to routine clinical studies. Anymodifications to the semi-automated processing were made as required by the user (e.g.,
adjustment of the region of interest where the processing algorithm failed to accurately identify the left ventricle) (Fig. 3). The LVEF
was calculated for all processing software after a background correction was applied to the LV counts obtained in the ED and ES phases
(Table 2).

Fig. 1. Flowchart illustrating the creation of the patient phantom database by generating GBP-P models and MC simulation of the GBP-P studies.
Processing of the GBP-P studies is also shown.
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3. Statistical analysis

LVEF mean and standard deviations of all the models were reported for the 4D-XCAT values and the AN-, SM-, GE-X-, and M-TT
calculated values. A one-way analysis of variance (ANOVA) [35] test was performed in Excel to compare the LVEF values obtained with
the four different software programs.
Linear regression analysis [30,36] and the Pearson correlation coefficients (R) [30,36] were used to evaluate the strength of the

relationship and association between calculated LVEF values and the true (or absolute) LVEF values obtained from the 4D-XCAT
models. The following guidelines regarding the correlation coefficient, proposed by Chan et al. [37], were used to assess the
strength of the linear relationship: poor (R < 0.3), fair (R = 0.3–0.5), moderately strong (R = 0.6–0.8), and very strong (R ≥ 0.8). The
Standard Error of Estimate (SEE) measures the accuracy of the predictions made by the model [38], in this case, the processed LVEF
values. The Data Analysis Toolkit in Excel [39] was used to perform regression analysis on the data and to determine the Pearson
coefficient, SEE, and p – value.
Bland-Altman analysis [30,36] assessed the agreement between the LVEF values calculated with commercial software programs

and 4D-XCATmodels by plotting the difference between LVEF values against the true LVEF values. Any systematic trends in differences
were also identified by Bland-Altman analysis. A p – value less than 0.05 indicated statistical significance for all statistical tests.

Fig. 2. Sample transaxial images of the 4D-XCAT phantom’s segmented activity map during the end-diastolic (ED) and end-systolic (ES) phases.

Fig. 3. Sample of MC simulated images of the ED- and ES-phase of the original 4D-XCAT model 1.

Table 2
Details of the four software programs used in this study.

Software Company Processing system Manufacturing Address Background ROI definition

AN Alfanuclear Data and Image Processor IM512P, version 2.0 [31] Argentina Manually drawn background ROI
SM Siemens Syngo workstation [32] Germany Automatically selected background ROI.
GE-X General Electric Xeleris [33] United States Automatically selected background ROI.
M-TT Mediso Tera-Tomo, version 3.07 [34] Hungary Manually drawn ROIs
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Inter- and intra-observer reliability was assessed by means of an Interclass Correlation Coefficient (ICC) [30,40] and coefficient of
variation (CV) using the Real Statistics data analysis toolpack in Excel [41]. An ICC was also obtained to evaluate the agreement
between the calculated LVEF using the different software (AN, SM, GE-X, M-TT) and the known 4D-XCAT values. ICC based on a 95 %
confidence level was used, and the strength of agreement was assessed according to guidelines by Landis and Koch [42], which define
agreement as poor (ICC<0.20), fair (ICC 0.21–0.40), moderate (ICC 0.41–0.60), good (ICC 0.61–0.80), or very good (ICC>0.80). Koo
et al. [40] define an ICC >0.9 as excellent.

4. Results

4.1. 4D-XCAT models and Monte Carlo simulations

Table 3 displays the left ventricular ED- and ES volumes of the six original XCAT models and their corresponding stroke volumes.
Eight of the 72 4D-XCAT models were excluded due to inconsistencies and left ventricular ES volumes being too small compared to

Kawel-Boehm’s reference ranges [25]. The 64 4D-XCAT models used in this study had a range of ED volumes (159–78 ml), ES volumes
(94–22 ml), and LVEF values (20–77 %)).

4.2. Left ventricular ejection fraction

Themean and standard deviation of the LVEF calculated from the ED and ES volumes of the 4D-XCAT phantoms as well as the LVEF
values determined with the four commercial software programs from the simulated GBP-P studies, are presented in Table 4.
No significant difference was indicated between the LVEF values calculated by the four commercial software programs (one-way

ANOVA test, p = 0.64). Furthermore, the agreement between the LVEF values for the 4D-XCAT and the four software programs was
excellent (ICC ≥0.90, Table 5).
Linear regression analysis and Bland-Altman plots comparing the LVEF values of the four commercial software programs and the

4D-XCAT phantoms are shown in Fig. 4. The mean of the operators’ data for each software program as well as their respective sta-
tistical analysis, are shown in Fig. 4.
The linear regression analysis showed that the agreement for LVEF values was very strong between 4D-XCAT and AN, SM, GE-X and

M-TT (R > 0.94; p < 0.1) (Fig. 4(a)–(c), (e), (g)). The mean difference between the LVEF values for the 4D-XCAT and AN was − 2.9 ±
7.9 %, between the 4D-XCAT and SM was − 3.0 ± 7.8 %, between the 4D-XCAT and GE-X was − 4.8 ± 9.2 % and − 1.3 ± 10.6 %
between the XCAT and M-TT (Fig. 4(b)–(d), (f), (h)).

4.3. Intra-/inter-observer reliability

No significant difference was indicated between the intra- (p> 0.61) and inter-observer (p> 0.43) reliability of LVEF values for the
four software programs. The intra- and inter-observer reliability of AN, SM, GE-X, and M-TT, as assessed by ICC and CV, is shown in
Table 6. Both intra- and inter-observer reliability was excellent for all the studied variables (ICC= 0.96–1.00). The CV ranged from 1.1
% to 5.8 % for intra-observer reliability and 3.2 %–6.6 % for inter-observer reliability.

5. Discussion

Our study successfully created a database of simulated GBP-P studies, demonstrating its utility as a valuable tool for assessing the
performance of both new and existing cardiac processing software. The literature frequently highlights variations in LVEF calculations
across different operators and software algorithms, primarily due to the lack of a known true LVEF value. In contrast, our study utilised
known true LVEF values, allowing for a precise evaluation of the accuracy of various software packages.
The study uniquely assessed the accuracy of LVEF values obtained from four commercial software programs using MC-generated

GBP-P studies. To our knowledge, this is the first investigation to specifically evaluate the accuracy and reproducibility of these
programs in this context. By leveraging clinically realistic simulated studies, we could avoid the ethical and logistical challenges
associated with involving human patients/volunteers.
Overall, the correlation between LVEF values obtained from simulated GBP-P studies and the true values calculated from the LV ED

and ES volumes of the 4D-XCAT models was good. No significant difference was found between the LVEF values determined from the

Table 3
End-diastolic (ED)-, end-systolic (ES)-, and stroke volumes for the six original models.

Left Ventricle Volumes (ml) Right Ventricle Volumes (ml)

Model number ED ES Stroke (ED – ES) ED ES Stroke (ED – ES)
1 136 71 65 102 71 31
2 109 43 66 82 49 33
3 158 62 97 119 71 48
4 96 37 58 71 43 29
5 117 46 71 87 52 35
6 90 35 55 67 40 27
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simulated GBP-P studies and the true values calculated from the 4D-XCAT models. However, Bland-Altman analysis revealed a slight
underestimation of LVEF values by all four software programs at lower LVEF values. This underestimation is consistent with previous
reports and may result from factors such as underestimating the background activity in physical phantoms or self-attenuation of
activity in patients with dilated ventricles [43].
The clinical importance of accurate and reliable LVEF values cannot be overstated, particularly in managing chemotherapy pa-

tients. The commonly accepted threshold for discontinuing chemotherapy is an LVEF value below 50 %. Therefore, the observed bias
or systematic underestimation of LVEF values by the software programs could have significant clinical implications. Patients with true
LVEF values above the threshold may be mistakenly excluded from potentially lifesaving treatments due to software-based under-
estimation. This underscores the importance of accurate and reliable LVEF measurements for informed treatment decisions and
optimal patient outcomes.
Our study also demonstrated very good intra- and inter-observer reliability for LVEF determination using the four commercial

software programs (ICC= 0.96–1.00; CV< 5.8 % and 6.6 %, respectively). The high reproducibility is largely attributable to the semi-
automatic processing options provided by three of the programs (AN, SM, and GE-X), which minimise subjective analysis. Similar high
reliability has been reported in other studies [3,10,44]. In contrast, the manual analysis required by the M-TT software led to slightly
poorer intra- and inter-observer reliability. This can be ascribed to the increased subjectivity and the potential for larger random errors
associated with manually delineating LV ED and -ES regions.
A limitation of this study is that the 4D-XCAT cardiac models provide only a single representation of cardiac motion. While the

simulated patients encompassed a wide range of LVEF values, caution should be exercised when generalising these findings to different
patient populations, especially those with left ventricular dysfunction, as the validity of such extrapolation remains uncertain. Further
research is needed to explore this aspect. Additionally, most of the GBP-P studies included in the database were based on Caucasian
models. This may impact the generalisability and applicability of the results to a more diverse population. However, it should be noted
that the study’s primary focus was on software evaluation rather than setting reference values for patients, where ethnicity would be a
more critical factor.
A significant strength of this study is utilising 4D-XCAT models to simulate GBP-P studies. In contrast to many physical cardiac

phantoms, these models incorporate confounding structures such as great vessels, liver, and spleen, and provide a more clinically
realistic representation of cardiac and respiratory motion. The ability to compare LVEF results from the software packages to known
model values enhances the accuracy of LVEF assessment in clinical practise. This will improve healthcare professionals’ decision-
making processes and the accuracy of their reporting.

6. Conclusion and future studies

Our study demonstrated the value of utilising an MC-simulated database of GBP-P studies to evaluate the performance of cardiac
processing software in accurately determining LVEF values. This research highlights the promising accuracy of commercial software
programs in determining LVEF values from simulated GBP-P studies, showcasing their potential practicality in clinical settings. We
observed a strong correlation between LVEF values obtained from these software programs and the true LVEF values calculated from
the LV volumes of the 4D-XCAT cardiac phantoms. This finding has significant implications for the development of new algorithms
calculating LVEF from planar radionuclide ventriculography studies. Additionally, these data sets can serve as valuable tools for
validating LVEF measurements, training healthcare professionals, and assessing the impact of software upgrades.
The clinical importance of accurate LVEF values and LV volumes is well-recognised, particularly for diagnosing and prognosing

patients with cardiac diseases. Our study lays a foundation for future research endeavours.
Further investigations could focus on several key areas to build on this study.

Table 4
Known LVEF values for the 4D-XCAT models and calculated LVEF values obtained with the four commercial software programs: (AN: Alfa Nuclear;
SM: Siemens, GE-X; General Electric Xeleris; M-TT: Mediso Tera-Tomo) presented as mean ± SD (n = 64).

LVEF 4D-XCAT AN SM GE-X M-TT

Mean (%) 53.7 50.8 50.7 48.9 52.4
Standard Deviation (%) 13.0 14.5 15.3 15.8 15.5

Table 5
Intra-class correlation for LVEF values between XCAT and the four processing software programs (AN: Alfa Nuclear; SM: Siemens, GE-X; General
Electric Xeleris; M-TT: Mediso Tera-Tomo). Interclass correlation coefficients (ICC) with 95 % confidence interval.

Intra-class correlation between XCAT and the different software

AN SM GE-X M-TT

All Operators ICC 0.94 0.94 0.90 0.93
95 % Cl 0.90–0.96 0.90–0.96 0.84–0.94 0.88–0.95

H. Pieters et al.
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i. Generalisability across diverse patient populations: Further research should explore the applicability of the findings to a wider
range of patient populations, including those with different ethnic backgrounds and varying degrees of LV dysfunction. This will
enhance the reliability and applicability of the generated database.

Fig. 4. Figures (a), (c), (e), and (g) present the linear regression of 4D XCAT LVEF values compared to the four processing software programs: Alfa
Nuclear (AN), Siemens (SM), General Electric Xeleris (GE-X), and Mediso Tera-Tomo (M-TT). Bland-Altman analysis is shown in Figures (b), (d), (f),
and (h) for the same four processing software programs: AN, SM, GE-X, and M-TT. The linear regression graphs contain the Pearson correlation
coefficient (R) and the Standard Error of Estimation (SEE) for each of the software programs. The Bland-Altman graphs display a mean-, upper- and
lower limit of the data.

H. Pieters et al.
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ii. Mitigating underestimation biases: Addressing the slight underestimation of LVEF values observed at lower LVEF values could
involve exploring alternative algorithms and software calibrations. Investigating advanced processing-techniques, such as
machine learning algorithms, may also provide more accurate results.

iii. Expanding Modalities: Using 4D-XCAT models to simulate gated blood pool SPECT studies could extend our understanding of
the accuracy of commercial software programs in determining both right and left ventricular EF and volume values.

iv. Clinical integration: Future studies could incorporate both simulated and real patient data to enhance the clinical applicability
of the software programs. This would help validate the software’s performance in clinical settings and ensure that it meets the
needs of clinical practitioners.

v. Impact of clinical outcomes: Further research could investigate the impact of accurate LVEF and LV volume assessments on
clinical decision-making, particularly in guiding chemotherapy treatment and optimising patient care. This could ultimately
contribute to improved clinical outcomes for patients undergoing chemotherapy.
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