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ABSTRACT Achieving and maintaining proper image registration accuracy is an open challenge of image-
guided surgery. This work explores and assesses the efficacy of a registration sanity check method for
augmented reality-guided navigation (AR-RSC), based on the visual inspection of virtual 3D models of
landmarks. We analyze the AR-RSC sensitivity and specificity by recruiting 36 subjects to assess the
registration accuracy of a set of 114 AR images generated from camera images acquired during an AR-guided
orthognathic intervention. Translational or rotational errors of known magnitude up to £1.5 mm/+15.5°, were
artificially added to the image set in order to simulate different registration errors. This study analyses the
performance of AR-RSC when varying (1) the virtual models selected for misalignment evaluation (e.g., the
model of brackets, incisor teeth, and gingival margins in our experiment), (2) the type (translation/rotation)
of registration error, and (3) the level of user experience in using AR technologies. Results show that: 1) the
sensitivity and specificity of the AR-RSC depends on the virtual models (globally, a median true positive rate
of up to 79.2% was reached with brackets, and a median true negative rate of up to 64.3% with incisor teeth), 2)
there are error components that are more difficult to identify visually, 3) the level of user experience does not
affect the method. In conclusion, the proposed AR-RSC, tested also in the operating room, could represent
an efficient method to monitor and optimize the registration accuracy during the intervention, but special
attention should be paid to the selection of the AR data chosen for the visual inspection of the registration
accuracy.

INDEX TERMS Augmented reality, computer-assisted surgery, image-to-patient registration, sanity check.

I. INTRODUCTION
ECENTLY, there has been a growing interest in using
augmented reality (AR) as a navigation tool for image-
guided surgery [1], [2], [3]. In conventional image-based vir-
tual reality (VR) navigators, the real-time guidance data are
rendered in a virtual scene after it has been spatially aligned
to the patient’s anatomy (i.e., registered). The guidance

information consists of simplified 3D reconstructions of the
patient’s anatomical structures derived from preoperative
images, and it comprises virtual navigation aids associated
with the pose of the surgical tool tracked in real-time.

The biggest benefit of AR-based tools over conventional
VR surgical navigators is that the surgeon can visualize
the guidance information directly onto the patient’s body
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(i.e., in situ visualization) [4], [5], and anatomy-related data
are inherently not simplistic. In both cases (i.e., VR and AR
navigators), the accuracy and the safety of the intervention
rely on the efficacy of the registration procedure. Generally
speaking, registration is ‘“‘the determination of a geometrical
transformation that aligns one view of an object with another,
where a view can be an image [...] but it can also be
the physical object itself’ [6]. In image-guided surgery, the
two views comprise a radiological image (e.g., a segmented
CT or MRI) and some part of the patient’s anatomy, with
the resulting registration, referred to as “‘image-to-patient”
registration [6].

If the registration is not performed correctly and/or is
not accurate enough, the guidance information (e.g., vir-
tual anatomical models, planned cutting lines, drilling/biopsy
trajectories) can be misleading and even dangerous for the
patient. Indeed, it may distort and adversely affect the visu-
ospatial targeting and the spatial reasoning ability of the
surgeon throughout the procedure: for example, the surgeon
may fail to recognize important anatomical structures or
tumor margins surrounding the surgical target, affecting the
outcomes and the morbidity of the surgery.

A common strategy adopted to check the registration
accuracy in traditional VR navigators requires the surgeon
to “touch” with a tracked probe some univocally identifi-
able anatomical landmarks, preferably close to the region of
interest (ROI), while the relative positioning of the probe
and the anatomical model is also checked on the navigator
screen. The distance between the probe tip and the anatomi-
cal landmark displayed on the navigator screen provides an
immediate estimate of the registration quality in terms of
target registration error (TRE) at that point. The TRE tends
to vary slowly within a specific region of interest (ROI), and
a check of at least three not colinear points is an adequate
validation mean to detect any rotation errors around the sur-
gical target. If the TRE is too high, then the registration may
be wrong, and it should be repeated; otherwise, the system is
likely to work correctly [6], [7].

As the registration can degrade during the intervention
(e.g., due to involuntary movements of the patient and/or of
the optical markers pinned to the anatomy) surgeons should
repeat this control procedure, which we will henceforth call
registration ‘“‘sanity check” (RSC), several times on each
landmark. However, RSC is usually performed only once
(immediately after registration) and using a single target.
Indeed, finding unambiguously identifiable landmarks can be
challenging, and repeating the check several times can result
in an excessive increase in surgical time.

Monitoring and optimizing the registration accuracy dur-
ing the intervention execution is an open challenge. Albeit
many attempts of using intra-operative imaging to predict
anatomy displacements for rigid [8], [9], [10] and non-rigid
structures [11], [12], [13] have been proposed, “simpler
methods that aim to give the surgeon control over the reg-
istration not only at the beginning of surgery but also during
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surgery, have not fully been explored” [14]. However, in nav-
igators based on AR, the RSC can be particularly intuitive and
straightforward. Indeed, the virtual information is overlaid
directly onto the patient’s anatomy, and the surgeon can per-
form an immediate visual validation of the alignment between
the virtual content with its physical counterpart, thus avoiding
the unsafe eyesight shift away from the patient. This allows
a real-time check of the registration quality, potentially on
many anatomical landmarks simultaneously, with a reduced
impact on the surgical workflow. If errors occur, the surgeon
may employ a registration correction strategy, such as using
a tracked probe to reacquire an intra-operative point cloud
for refining the initial registration and correcting the mis-
match between the real and virtual contents. For example,
Drouin et al. [15] describe a simple method to improve AR
overlay in neurosurgery by tracing curves along the surface of
exposed vessels using a tracked probe. The proposed method
allows for correction of the initial registration that may have
degraded due to draping, attachment of skin retractors, ‘‘brain
shift” etc.

Defining a fast and effective strategy for visually mon-
itoring the registration error is a key issue in the design
of a navigation system. According to Morienau et al. [16],
a user-oriented approach is needed to support the design of
the optimal data (i.e., content type and amount) displayed
by an image-guided surgical system to optimize the actual
information perceived by operators according to their level of
knowledge. Rather than visualizing the full virtual anatomical
models, one method explored in the literature for the visual
assessment of the AR overlay relies on the use of model
contours.

Thompson et al. [17] propose a method for quantitative
in-vivo estimation of the registration error during laparo-
scopic AR surgery based on the visible misalignment of
exposed organ contours (e.g., liver contours) to infer the
misalignment of hidden anatomical targets. Another example
of using contours in AR navigation is the study by Amir-
Khalili et al. [18] which describes a framework helping
the surgeon in localizing excision margins in robot-assisted
interventions. More specifically, they create an uncertainty-
encoded AR view considering shape boundary uncertainties
in the segmentation of the pre-operative CT (i.e., kidney and
tumor surfaces in their experiment) to be overlaid on stereo-
endoscopy. Moreover, they verify the registration outcome by
visualizing the contour of the projected mesh on both left and
right endoscopic views.

The use of object contours has also been proposed for
applications outside of surgery. According to [19] “the effects
of registration errors can be mitigated through the develop-
ment of adaptive user interfaces that tailor the information
display as a function of registration errors”. More specif-
ically, they propose a statistical method for estimating the
registration error and show how these estimates can be used
in AR interfaces. According to their study, a compelling
method of highlighting a convex object in AR is to render
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a convex hull that can be expanded or shrunk based on the
registration error estimate. Using the expanded hull, one can
get a highlight that encloses the region where the object is
located, even if it lacks precision. Similarly, using a restricted
hull, one can get a region that certainly contains a part of
the object. Selecting the best-highlighting strategy (normal,
contracted, expanded, or a combination of them) depends on
the density of the targets and the specific application.

Another simple option for visually estimating the reg-
istration error is to display virtual spheres at anatomical
landmarks that can be easily identified by the surgeon both in
preoperative images and during surgery. In [20] for example,
the authors have selected seven anatomical landmarks (i.e.,
the canthi of the eyes, the pronasal point at the anterior
apex of the nose, the subnasal point, and the trago (ear)) for
the evaluation of a wearable AR platform for neurosurgery
based on patient-specific templates that allow for fast, non-
invasive, and fully automatic planning-to-patient registration.
The rationale is to display AR spheres at the aforementioned
facial anatomical landmarks allowing the surgeon to perform
a straightforward visual estimate of the template placement
from different viewpoints. The AR spheres can also help
the surgeon in optimizing the registration as they provide a
reference to adjust the positioning of the template until the
AR spheres appear perfectly aligned with the correspond-
ing anatomical landmarks. The nasion, top of the nose, and
eyelids are used as anatomical landmarks in the clinical trial
reported in [21] concerning a tablet-based AR system for
neurosurgical guidance. In that work, the edge of the virtual
scalp, together with the aforementioned landmarks were used
to evaluate the AR accuracy overlay.

In conclusion, although some studies have proposed meth-
ods for verifying RSC in the operating room using AR, the
literature is lacking both criteria for establishing standard
methods for performing efficient RSC, and also studies on the
effectiveness of the procedures proposed to date. In particular,
in state-of-the-art works, the AR data are commonly selected
by the authors based on their previous experiences and no
studies have been carried out, to the best of the authors’
knowledge, on the influence of the type of AR data on the
registration results.

This paper concerns methods for qualitative visual estima-
tion of registration in AR-guided surgery and focuses on the
following fundamental and not yet answered questions:

1) QI - Does the AR-RSC performances depend on the
type of AR data (e.g., object contours, solid objects)
selected for the misalignment assessment? That is, are
there optimal data that allow for finer identification of
registration errors (i.e., smaller errors)?

2) Q2 - Do the AR-RSC performances vary with the type
(translation/rotation) of the registration error? Are there
components of the registration error, among the three
translations and three rotations, that are more difficult
to identify?

3) Q3 - Do the AR-RSC performances depend on the
user’s level of experience in using AR technologies?
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In an attempt to answer these questions, we performed a
user study based on the visualization of AR scenes created
from images acquired during an experimental maxillofacial
surgery procedure guided by a proof-of-concept AR Head-
Mounted Display (HMD) for surgery (i.e., the VOSTARS
system) [22].

Il. MATERIALS AND METHODS

A. DESCRIPTION OF THE INTERVENTION SELECTED FOR
THIS STUDY

The use case selected for this study is an experimental Le
Fortl osteotomy, guided by the VOSTARS HMD. The Le
Fortl osteotomy is one of the most common surgical proce-
dures to correct dentofacial deformities and it involves the
cutting of the maxilla along a preoperatively defined trajec-
tory (Figure la). The VOSTARS system is a custom-made
hybrid video and optical see-through AR HMD (Figure 1b)
paired with a dedicated and non-distributed software frame-
work, specifically conceived for running AR applications for
surgical guidance by supporting in situ visualization of the
surgical plan and other medical data (e.g., 3D virtual models
of the patient anatomy, or vital signs) [22], [23], [24].

In the video see-through (VST) modality, the VOSTARS
platform offers an accurate registration between digital and
real data; hence, this modality is strongly recommended
for guiding high-precision surgical tasks requiring sub-
millimetric accuracy, such as Le Fortl osteotomies. The
system was tested in-vitro and in-vivo, and the results of a
seven-patient clinical trial show that when using VOSTARS
for VST-guided Le Fortl procedures, on average, 86% of
the osteotomy length falls within +0.5 mm accuracy [23].
The image-patient registration strategy implemented to guide
the Le Fortl intervention is based on the use of a patient-
specific occlusal splint incorporating three spherical markers
(Figure 4b), which can be optically tracked by the VOSTARS
system. The VOSTARS system has a dedicated inside-out
optical tracking mechanism: the head-anchored RGB cam-
eras used to implement the VST augmentation also allow
the stereo localization of the spherical markers. The virtual
3D planning (i.e., the osteotomy trajectory) and the occlusal
splint are designed based on preoperative CT images, and
the positions of the three markers are known in the CT
dataset reference system. Thus, by computing the position of
the three markers with respect to the HMD, the registration
matrix can be derived in a closed-form fashion through the
estimation of the rigid transformation that aligns the two sets
of corresponding triplets of 3D points.

Therefore, the patient-specific and trackable occlusal splint
acts as a registration template and allows us to skip the
preoperative manual registration procedure. Nevertheless, the
registration accuracy at the beginning and during the nav-
igated procedure strongly relies on the initial placement of
the splint on the patient’s teeth and on its stability over time.
For this reason, to monitor the effectiveness of the registra-
tion during the procedure [23], we developed an AR-RSC
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(a) Example of Le Fortl osteotomy (blue dotted line) planned for a
patient recruited in the VOSTARS clinical trial. The 3D model of the

(b) The VOSTARS HMD prototype.

designed occlusal splint is represented in red.

FIGURE 1. VOSTARS navigation system and surgical planning for LeFort 1 osteotomy.

modality and used it in clinical trials. In this regard, a video of
the system at work during surgery is enclosed in the present
paper as supplementary material.

B. GENERATION OF AR IMAGES

Three AR images are extracted from a video captured by
the VOSTARS HMD in the operating room during one of
the above-mentioned clinical trials. The three images were
selected by a panel of three engineers experienced in AR
among frames for which the estimated tracking error was
less than 0.5 mm. All three engineers rated positively the
alignment of the AR content with its physical counterpart.
More in particular, we selected three images acquired by the
left camera of the VOSTARS HMD and stored without the
AR content. The following 3D models were selected as rea-
sonable VR content for the RSC: incisor teeth, their gingival
margins, and orthodontic brackets (commonly affixed on the
patient’s teeth before this kind of intervention) (Figure 2).
The choice of the reference landmarks is dictated by both
the specific surgical task, which in our case is the Le Fortl
osteotomy of the upper maxilla bone, and by the visibility of
the specific anatomical structures involved in the procedure.
Interesting examples of other landmarks used in the literature
for the estimation of registration errors during AR navigation
in maxillofacial surgery and dental implant placement are
reported in [25], [26], [27], and [28].

The extrinsic parameters computed by the VOSTARS plat-
form, and representing the estimated pose of the anatomy
relative to the camera were saved for each of the three AR
images. The extrinsic parameters, together with the three
real images, the 3D models of the VR content, and the
HMD cameras’ intrinsic parameters (representing the camera
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FIGURE 2. VR models selected for the RSC (incisor teeth in yellow,
gingival margins in blue, and orthodontic brackets in green) and the
reference system used to express the error components.

projection model), were imported by a Unity3D AR appli-
cation to generate a new dedicated set of AR images for
the specific purpose of this work. The Unity3D application
was developed to iteratively generate AR images for each
of the three frames and each of the three virtual models
(incisor teeth, gingival margins, and brackets). The genera-
tion of an AR scene requires the configuration of a virtual
camera using the linear part of the intrinsic parameters of
the corresponding real camera to obtain the same projection
model and guarantee the virtual-to—real matching. To do this
in Unity, we used the “Physical Camera” component that
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FIGURE 3. Scheme of the AR application developed in Unity3D under video see-through modality.

can simulate the linear real-world camera attributes: focal
length, sensor size, and lens shift as detailed in [29], whereas
the non-linearities associated with the distortion introduced
by the lens are compensated by undistorting the real camera
frame before rendering them on the background of the AR
image (Figure 3). The extrinsic parameters of the virtual
camera are modeled using the real camera pose computed
frame-by-frame by the inside-out marker-based tracking of
the VOSTARS platform.

For our specific application, a predefined error was itera-
tively added to the real camera pose to generate an intentional
misplacement of the projection of the VR content onto the
actual image plane, thus simulating a registration error.

A total of 342 AR images (i.e., three sets of 114 images for
each of the three selected frames) were generated including
AR images with no intentional error, and AR images affected
by pure translational or rotational error along a single axis
(e.g., 0.5mm translational error along x). No images with a
combined translation and rotation error were produced for
this study. The resulting AR images were classified into
4 groups based on the magnitude of the error:

o Grade( error images: no intentional error added.

o Gradel error images: intentional 0.5mm or —0.5mm
translational error added along a single axis, or inten-
tional 5.5° or —5.5° rotational error added along a single
axis.

o Grade2 error images: intentional 1.0 mm or -
1.0mm translational error added along a single axis,
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or intentional 10.5° or —10.5° rotational error added
along a single axis.

o Grade3 error images: intentional 1.5mm or —1.5mm
translational error added along a single axis, or inten-
tional 15.5° or —15.5° rotational error added along a
single axis.

Figure 2 depicts the reference system used to express the
error components, with the origin in the centre of the frontal
teeth coinciding with the centre of the splint. This point has
been selected as a clear distinguishable origin and a natural
centre of rotation for the splint during its manual handling.

The magnitude E; of translational errors for each Grade
i was defined at increments of 0.5mm. Moreover, for each
Error Grade i, the rotational error component «; was instead
defined such that

L - sen(a;) = E; (1)

where L is the distance between the reference system origin
and the lateral edge of the tooth model/the endpoint of the
gingival margin model (see Figure 2), in order to obtain the
same maximum displacement due to translation or rotation.

C. STUDY PROTOCOL

The study protocol involved administering 114 images to
a selected group of users with different backgrounds (both
technical and medical) and collecting users’ perceptions of
the correctness of AR registration through binary yes/no
questions. The set of AR images generated, for one of the

VOLUME 12, 2024



S. Condino et al.: Registration Sanity Check for AR-guided Surgical Interventions

|EEE Journal of Translational

Engineering in
Health and Medicine

(a) Frame selected for training

FIGURE 4. Selected video frames for the study.

(d) Grade 0; Model=Brackets; Zoomed
detail;

(b) Frame 1 selected for testing

(e) Grade 0; Model=Teeth; Zoomed detail;

(c) Frame 2 selected for testing

(f) Grade 0; Model=Gingival margins;
Zoomed detail;

FIGURE 5. The three Grade 0 error images generated for one of the selected frame with the zoomed details.

three selected frames, was used to develop a training session,
whereas the other two were used for testing (Figure 4).

114 images were administered to subjects that included, for
each of the 2 frames, 3 GradeO error images (i.e., the three AR
images generated using the three different VR models -incisor
teeth, their gingival margins, and orthodontic brackets- with-
out adding any intentional error) (Figure 5), and 54 images
affected by intentional errors (i.e., , 18 Gradel error images,
18 Grade2 error images, and 18 Grade3 images). The latter
(Figure 6) included, for each virtual model (i.e., Brackets,
Incisor teeth, Gingival margins), the 3 error Grades (i.e.,
Gradel, Grade2, Grade3) images for each different error
component (i.e., tx, ty, tz, Rx, Ry, Rz).

In this work, submillimetric errors (i.e., Grade 1 errors)
were considered compatible with the target accuracy for
image-guided precision surgery. Therefore, in each experi-
ment, the total number (P) of ‘Positive’ images (i.e., images
affected by a Grade2 error or Grade3 error, considered detri-
mental to the accuracy of the intervention) is 72; while
the total number (N) of ‘Negative’ images (i.e., images not
affected by intentional error or affected by Grade1 intentional
error) is 42. The following paragraphs furnish details on the
application developed for the AR-RSC test, the demographic
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of participants recruited for the study, and the analysis of the
results.

1) UNITY APPLICATION

A Windows 10 software AR application was developed with
Unity3D to acquire users’ judgment on the AR content
registration based on a qualitative visual estimation of the
virtual-to-real alignment.

The application provides the user with all the information
needed to perform the test correctly and includes a form for
collecting personal data. It also includes a training module
that displays examples of Grade 0 and Grade 1 error images,
correctly classified as being Negative, and Grade 2 and Grade
3 error images, correctly classified as being Positive. The test
module is designed to present the 114 AR images in a random
order, to allow the user to re-examine an image (back button)
and to collect the following data: presentation order of the AR
images, time spent for the evaluation of each AR image, and
user binary feedback on the AR registration correctness.

2) DEMOGRAPHICS
A total of 24 technicians (engineers and physicists) and
12 medical doctors (maxillofacial surgeons, neurosurgeons,
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(a) Grade 2; Model=Brackets; Error Com-
ponent=tx;

(d) Grade 2; Model=Brackets; Error Com-
ponent=tx; Zoomed detail;

(b) Grade 2; Model=Incisor teeth; Error
Component=tx;

(e) Grade 2; Model=Teeth; Error Compo-
nent=tx; Zoomed detail;

(c) Grade 2; Model=Gingival margins; Er-
ror Component=tx;

(f) Grade 2; Model=Gingival margins; Er-
ror Component=tx; Zoomed detail;

FIGURE 6. Example of Grade 2 error images generated for one of the selected frames.

TABLE 1. Demographics of the 36 participants involved in the user study.

Information | Value
Gender (female, male) \ (18, 18)
Profession (technician, medical doctors) \ (24,12)
Age (min, max, mean, std) | (23,57,33.8,7.9)
Experience in AR (Expert, Intermediate, Novice) \ (6, 12, 18)

and dentists) were recruited from the University of Pisa
and the University of Bologna. Besides demographic data,
we also asked the participants to rate their experience with
AR methods to get the opportunity to correlate it with their
performance Table 1.

3) DATA ANALYSIS
The AR-RSC test result for each AR image was categorised,
based on the image type and on the opinion expressed by the
user, as reported below:
o True Positive (TP): in the case of a Grade2 or Grade3
error image correctly identified as being Positive.
o False Positive (FP): in the case of a GradeO or Gradel
error image incorrectly identified as being Positive.
o True Negative (TN): in the case of a Grade0O or Gradel
error image correctly identified as being Negative.
« False Negative (FN): in the case of a Grade2 or Grade3
error image incorrectly identified as being Negative.
For each session, the test sensitivity, also known as true
positive rate (TPR), and the test specificity, also known as
true negative rate (TNR), were calculated as follows:

TPR = TP/p
TNR = TN/N )
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TPR is a measure of how well the registration sanity check
can identify true positives, while TNR is a measure of how
well the registration sanity check can identify true negatives.
The TPR and the TNR were calculated for each of the three
AR models (TPRMOD and TNRMOD) selected for this
study (i.e., brackets models, incisor teeth models, gingival
margin model) to verify Q1 (Does the AR-RSC sensibility
depend on the type of AR data selected for the misalignment
assessment?).

Moreover, the TPR and the TNR were calculated for each
registration error component (TPRCOMP nd TNRCOMP),
to verify Q2 (Does the AR-RSC sensibility vary with the type
of the registration error?). In both cases, the Friedman Test
was used to determine whether the observed differences are
statistically significant.

Finally, the Mann-Whitney U test and the Kruskal-Wallis
test were used to understand whether the users’ performances
in executing the AR-RSC, in terms of TPR and TNR, differ
based on their profession and their experience in using AR
technologies, respectively, to verify Q3 (Does the AR-RSC
performances depend on the user’s level of experience in
using AR technologies?).

Ill. RESULTS
Table 2 summarises the overall TPR and TNR and answers
Q3 by showing the AR-RSC performance, in terms of TPR
and TNR, of participants with different levels of experience in
using AR technologies. The Kruskal-Wallis test revealed no
statistically significant differences in performance according
to user AR experience for either TPR (p=0.631) or TNR
(p=0.681).

Table 3 and Table 4 answer QI, reporting the TPR and
the TNR for each of the three AR models (Brackets, Incisor
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TABLE 2. Global TPR and TNR..

TPR(%)
MEDIAN

TNR(%)
IQR | MEDIAN  IQR

ALL PARTICIPANTS ‘ 71.5 18.1 ‘ 59.5 23.8

AR EXPERT \ 75.0 56 | 59.5 9.50
AR INTERMEDIATE | 722 132 ] 9.5 21.4
AR NOVICE \ 70.1 20.8 | 65.5 28.6

TABLE 3. TPR for each of the three AR models.

\ TPR(%)

Brackets Incisor teeth Gingival margins

Error Grade

MEDIAN  IQR | MEDIAN IQR | MEDIAN IQR

Grade 3 (£ 1.5 mm, or & 15.5°%) 833 16.7 66.7 16.7 833 8.30
Grade 2 (+ 1 mm, or & 10.5°) 75 25 542 25 66.7 16.7
Global 79.2 16.6 60.4 18.8 75 14.6

TABLE 4. TNR for each of the three AR models.

\ TNR(%)
Brackets

Incisor teeth Gingival margins

Error Grade

MEDIAN IQR | MEDIAN IQR | MEDIAN  IQR

Grade 1 (£ 0.5 mm, or & 5.5°) 50 41.7 66.7 29.2 58.3 333
Grade 0 (no intentional error) 75 50 100 50 100 25
Global 57.1 35.7 64.3 322 60.7 357

teeth, Gingival margins). There was a statistically significant
difference in TPR depending on which type of AR model
was shown: p-values were less than 0.001, for both Grade3
errors, Grade2 errors, and globally. Post hoc analysis with
Wilcoxon signed-rank tests was conducted with a Bonferroni
correction applied, resulting in a significance level set at p <
0.017. Results show that the increase in TPR in Brackets vs
Incisor teeth margins is statistically significant (p < 0.001
for Grade3, Grade2 and Globally), as well as the increase
in TPR in Gingival margins vs Incisor teeth margins (p <
0.001 for Grade3, Grade2 and Globally), whereas no statis-
tically significant differences were found in TPR between
Brackets and Gingival margins (p = 0.5408 for Grade3, p =
0.4081 Grade2, and p = 0.3296 Globally).

Moreover, there was a statistically significant difference in
TNR depending on which type of AR model was shown for
Gradel (p=0.002) and Globally (p=0.003), while no statis-
tically significant difference in TNR was found for GradeO
(p=0.195). Post hoc analysis with Wilcoxon signed-rank tests
was conducted with a Bonferroni correction applied, resulting
in a significance level set at p < 0.017. Results show that the
increase in TNR in Incisor teeth vs Brackets teeth margins is
statistically significant for Gradel (p = 0.015) and Globally
(p = 0.016), while no statistically significant differences
were found in TNR between Brackets and Gingival margins
(p = 0.017 for Gradel, and p=0.045 Globally) and Incisor
teeth and Gingival margins (p = 0.898 for Gradel, and
p=0.708 Globally).
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Table 5 and Table 6 answer Q2. Table 5 reports the global
TPR and the TNR for translation and registration errors, while
Table 6 reports the TPR for each translation and registration
component. As highlighted in 5 there were no statistically
significant differences in TPR and in TNR for translation and
rotation components.

Results show that the increase in TPR in tx vs ty, and in
tz vs ty is statistically significant for Grade 3, Grade 2, and
Globally (p < 0.001 for Grade 3, Grade 2, and Globally).
Moreover, a statistically significant increase in TPR in tx vs
tz was found for Grade 2 (p = 0.006 ). Instead, no statistically
significant differences were found in TPR between tx and tz
for Grade3 (p = 0.789), and Globally (p=0.029). As for Rota-
tion components, a statistically significant increase in TPR
was found in Ry vs Rx, in Rz vs Rx (p < 0.001 for Grade 3,
Grade2, and Globally), and in Ry vs Rz (p < 0.001 for
Grade 3, p = 0.002 Grade 2, and p < 0.001 Globally).

IV. DISCUSSION
According to the literature, monitoring and optimizing the
accuracy of registration during the performance of surgery is
an open challenge in computer-assisted surgery: indeed, there
is aneed for simple methods that allow the surgeon to monitor
registration not only at the beginning but also during surgery.

This study investigates a simple registration sanity check
method for AR-guided surgery navigation (AR-RSC) based
on the visualization of virtual 3D models of anatomical or
artificial landmarks, or their contours. More particularly this
research focuses on three fundamental and not jet-answered
questions: (Q1) Does the AR-RSC performances depend on
the type of AR data?; (Q2) Do the AR-RSC performances
vary with the type of registration error? (Q3) Do the AR-
RSC performances depend on the user’s level of experience
in using AR technologies?

The following is a discussion of the results obtained for
the use case selected for this work, an experimental Le Fortl
osteotomy guided by HMD VOSTARS.

A. ANSWER to QUESTION 1

The study performed reveals the dependence of the sensi-
tivity and specificity of the AR-RSC on the virtual models
selected for misalignment assessment: in our specific appli-
cation, the tooth models obtained globally a TPR of 60.4%
(overall median value), whereas significantly better TPRs
were obtained with brackets and tooth margins, achieving
79.2% and 75% performance, respectively. Such results were
obtained for synthetic translational or rotational errors along a
single axis equal to (Grade3) or less (Grade2) than & 1.5mm,
or £ 15.5°, respectively. TPRs of up to 83.3% were reached
with brackets and tooth margins for Grade 3 errors.

In contrast, the tooth models were significantly better than
brackets for TNR (overall median of 64.3% vs 57.1% for
images not affected by an intentional error, or affected by
translational or rotational errors along a single axis equal to
+ 0.5 mm, or £ 5.5°, respectively). Probably, because the
virtual model of the teeth occludes the real anatomy more
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TABLE 5. TPR and TNR for translation and registration errors.

\ TPR(%) TNR(%)
Error Grade Translation Rotation P Translation Rotation P
MEDIAN IQR | MEDIAN IQR MEDIAN IQR | MEDIAN IQR
GRADE 3 (£ 1.5 mm, or £ 15.5°) 83.3 50 83.3 50 0.744 / / / / /
GRADE 2 (+ | mm, or 4+ 10.5°) 66.7 41.7 58.4 66.7 | 0.609 / / / / /
GRADE 1 (+ 0.5 mm, or &+ 5.5°) / / / / / 66.7 25 66.7 50 0.212
GLOBAL 75.0 41.7 66.7 50 0.889 66.7 25 66.7 50 0.212
TABLE 6. TPR for each registration error component.
\ TPR(%)
Error Grade tx ty tz Rx Ry Rz
MEDIAN IQR | MEDIAN IQR | MEDIAN IQR | MEDIAN IQR | MEDIAN IQR | MEDIAN IQR
GRADE 3 (+ 1.5 mm, or £+ 15.5°) 100 16.7 41.7 25.1 100 16.7 50 334 100 0 66.7 333
GRADE 2 (£ 1 mm, or + 10.5°) 83.3 333 333 333 66.7 41.7 333 333 100 0 50 334
GLOBAL 91.7 16.7 41.7 25 83.3 16.7 50 25 100 0 58.3 25

than the tooth margins, the user is more likely to believe the
registration is correct, and as a result, worse performance in
terms of TPR and better performance in terms of TNR is
obtained. In general, for both diagnostic and screening tests,
there is a trade-off between sensitivity and specificity, with
higher sensitivities being linked to lower specificities and
vice versa [30]. The main goal of AR-RSC is to identify
every potential registration error, that could compromise the
accuracy of the intervention: thus, the number of false neg-
atives should be low, which requires high sensitivity. False
positives, on the other hand, do not compromise the accuracy
of the intervention, so they are less dangerous from a clinical
point of view, but they can still be detrimental as they can
lead the user not to trust the AR guide and/or unnecessarily
repeat registration-related steps (e.g., , the splint positioning
in the surgical case selected as an example in this paper), thus
uselessly lengthening the surgical time.

B. ANSWER to QUESTION 2

According to this work, the sensitivity of the proposed AR-
RSC does not significantly vary for translation and rotation
errors, but among the translations, the most difficult com-
ponent to detect is the one along the axis perpendicular
to the image plane (i.e., , the y-axis along the antero-
posterior direction, in our case). As could reasonably be
expected, translation errors along the depth are more difficult
to estimate than transversal translations. As for the rotation
components, those along the y-axis are the easiest to identify
(the median of the TPR reaches 100% also for submillimetric
errors), while the most difficult to identify are those along the
x-axis (i.e., in the sagittal plane) for which the sensitivity is
halved (overall, the median is 50%). Thus, to rule out such
error components, which during a real clinical application
may possibly be related to splint malpositioning, the surgeon
must rely primarily on haptic feedback during the mechanical
engagement of the splint into the teeth, rather than visual
feedback. An alternative solution could be performing the
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visual sanity check by using two (or more) landmarks that lie
in mutually orthogonal planes. Instead, any tracking-related
error components can be identified through the quantitative
estimation of fiducial registration error, which is provided in
real-time by the VOSTARS system.

C. ANSWER to QUESTION 3

An important point highlighted by this study is that users’
performance is not related to their level of experience with
AR, suggesting that the proposed method could be success-
fully employed even by users who have no prior experience
in using AR applications. However, caution should be taken
in transferring the results of this study to real clinical applica-
tions. In fact, in this work, subjects were presented only with
static images, whereas in the real application, surgeons may
vary their point of view and, in uncertain cases, may verify
the correspondence between virtual and real from different
perspectives. The application developed to collect data for
this study instead forces the user to make a negative or
positive judgment for each image presented. The choice to
employ static images is related to the need to have a set of
AR images with a validated image-patient registration, and to
synthetically add an error of known magnitude, and to present
the same set of resulting images to different users.

In conclusion, results obtained for the use case selected for
this work, suggest that:

1) the AR-RSC performances can significantly vary
depending on the AR data selected for the visual esti-
mation (in our case the 3D virtual models of brackets,
incisor teeth, and gingival margins);
there may be components of the misregistration error
that are more difficult to identify than others;

3) results of the AR-RSC could be not related to the users’

level of experience with AR.

The results of this study, obtained for a particular type
of surgery, can be used to draw an important general
consideration: special attention should be paid to the selection

2)
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of AR data for visual inspection and validation of the reg-
istration in such a way as to maximize the sensitivity of the
proposed AR-RSC method. If in the particular surgical proce-
dure, it is possible to visualize landmarks placed in two planes
that are orthogonal to each other (e.g., frontal and sagittal
plane), it is suggested to repeat the evaluation from differ-
ent perspectives to strengthen the identification of any error
components in all three directions. The experimental strategy
employed in this paper, based on the administration of images
with synthetic errors of different magnitudes introduced by
the experimenter to simulate the effect of misregistrations,
can be used for the selection of optimal landmarks in the
preclinical evaluation phase of AR-based navigation systems.
Once the optimal AR data are selected, the AR-RSC method
offers a straightforward method to monitor and optimize the
registration accuracy during the intervention, allowing for a
real-time visual check of the registration quality, potentially
on several anatomical landmarks simultaneously, therefore
with a reduced impact on the surgical workflow.

In summary, this paper describes a simple qualitative
method to visually detect registration errors during AR-
guided surgery , reports our experience from Head and Face
Surgery, and furnishes an experimental method for optimiz-
ing the AR-RSC performance by selecting the optimal VR
content.
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