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Abstract 

Histopathology is widely used to analyze clinical biopsy specimens and tissues from pre-clinical models of a variety 
of musculoskeletal conditions. Histological assessment relies on scoring systems that require expertise, time, and 
resources, which can lead to an analysis bottleneck. Recent advancements in digital imaging and image process-
ing provide an opportunity to automate histological analyses by implementing advanced statistical models such 
as machine learning and deep learning, which would greatly benefit the musculoskeletal field. This review provides 
a high-level overview of machine learning applications, a general pipeline of tissue collection to model selection, 
and highlights the development of image analysis methods, including some machine learning applications, to solve 
musculoskeletal problems. We discuss the optimization steps for tissue processing, sectioning, staining, and imaging 
that are critical for the successful generalizability of an automated image analysis model. We also commenting on the 
considerations that should be taken into account during model selection and the considerable advances in the field 
of computer vision outside of histopathology, which can be leveraged for image analysis. Finally, we provide a historic 
perspective of the previously used histopathological image analysis applications for musculoskeletal diseases, and we 
contrast it with the advantages of implementing state-of-the-art computational pathology approaches. While some 
deep learning approaches have been used, there is a significant opportunity to expand the use of such approaches to 
solve musculoskeletal problems.
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Introduction
Histopathological examination of tissue biopsy speci-
mens and surgical materials, first developed in the 17th 
century [1], remains an essential tool for disease diag-
nostics [2] and evaluation of pre-clinical models [3] in 
orthopedics and rheumatology. Utilizing thin sections of 
tissues stained with dyes that reveal key structures, such 
as hematoxylin and eosin dyes, examination of nuclei and 

cytoplasm/extracellular matrix can reveal pathologic tis-
sue and cellular alterations. While histologic evaluation 
of tissue biopsy specimens by experts (i.e., pathologists) 
remains the gold standard, it is also an approach prone 
to tissue sampling and interpretive biases [4]. A common 
solution is to assemble a panel of experts to independently 
grade to consensus or average their scores [3]. This can 
lead to an analytical bottleneck that can be prohibitively 
costly or otherwise difficult to overcome given shortages 
of pathologists and their increasing clinical workload [5].

Machine learning (ML) methods, especially deep neu-
ral networks (DNNs), have gained immense popularity 
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and improved performance since 2012 with the ImageNet 
competition, which showed that using large amounts 
of data to develop DNNs can improve performance [6]. 
DNNs have allowed for improvement in many com-
puter vision-related tasks, such as image recognition and 
image segmentation. Additionally, with the advent and 
increased use of digital imaging, in particular whole slide 
imaging (WSI) [7], high throughput digitization of histo-
logic slides provides access to the large datasets required 
by ML methods. The fields of orthopedics and rheuma-
tology are appropriately positioned to capitalize on these 
breakthroughs [8]. In this review, we will discuss some 
general concepts of machine learning, outline a typical 
pipeline from tissue collection to model building (noting 
particular areas of concern), and discuss implementa-
tions of digital image analysis, including some using ML 
methods, to solve histologic image analysis problems of 
musculoskeletal (MSK) conditions.

Overview of artificial intelligence and machine learning 
within the domain of image analysis
Artificial intelligence (AI) was conceived of in the 1940s 
as a way of mimicking human decision-making processes 
with computational programs [9] and ML is a subdisci-
pline of AI involving the process of building algorithms 
to learn patterns or rules from data. A neural network 
(NN) is a type of ML model that maps the input (e.g., 
clinical characteristics of a patient or pixel intensities of 
an image) to the output (e.g., whether or not a disease is 
present) through a series of non-linear transformations 
or functions. There are three distinct sections of a NN, 
the input layer, hidden layers, and output layer. The input 
layer contains the input data for a given sample (e.g., a 
patient’s clinical characteristics, an individual image). 
The hidden layers contain the transformations or func-
tions of the network, and typically these transformations 
are organized into multiple layers within a given network, 
and thus these models are referred to as “deep” neural 
networks (DNNs) [10]. Lastly, the output layer contains 
the predictions of the network (e.g., will the patient live 
or die, does the image contain a chondrocyte or lympho-
cyte, does each individual pixel belong to the nucleus 
or not). These predictions are then compared against 
some standard, either a ground truth label in the super-
vised method (discussed later) or the original data itself, 
to generate prediction errors. An iterative optimization 
technique called backpropagation [11] is used to propa-
gate the prediction errors through the model to update 
parameter values until there is no apparent improvement 
in the predictions, otherwise known as convergence. 
The quality of the learned model is highly dependent on 
the initial parameter of the functions, training data, and 

hyperparameters in the training procedure (reviewed in 
detail [8, 12]).

In the last 15 years, the applications of AI and ML 
models to attempt to solve healthcare problems in the 
domains of disease identification, prognosis, drug dis-
covery, etc. have grown significantly [13]. In the field of 
medical image analysis, and more specifically histopa-
thology or histomorphometry, ML can be implemented 
to improve efficiency and lower error rate of clinical 
tasks. For non-clinical tasks, ML can widen the analysis 
bottleneck by improving time to hypothesis testing and 
reducing the effort of expert pathologist to assess pre-
clinical disease models. In the following, we will focus on 
the methods of extracting image features and the appli-
cations of two types of ML, i.e., supervised and unsu-
pervised learning (Fig.  1), on these features for various 
downstream tasks.

Knowledge‑driven vs data‑driven feature extraction
An image can be considered as a two-dimensional (gray) 
or three-dimensional (red, green, blue (RGB)) matrix, 
where each pixel can be represented by one number 
(gray) or three numbers (RGB) representing an intensity 
value. This can result in a high dimensionality of image 
features, especially since biomedical imaging data is 
taken at high resolution, which prevents the use of many 
standard machine learning approaches. Therefore, many 
approaches today work to generate meaningful lower 
dimensional feature representations of images, so that 
regression or classification techniques can be applied 
to this data type. There are typically two ways to reduce 
image feature dimensionality as demonstrated in Figs. 2 
and 3: (1) knowledge-driven approach in which a priori 
knowledge of the image features and task to solve allows 
engineering of methods to extract meaningful data from 
the image and (2) data-driven approach in which self-
sufficient feature extractors (e.g., data encoders) learn 
meaningful representations of the data. An example of a 
knowledge-driven approach to detect and measure nuclei 
is to extract the red pixel intensity on a H&E stained 
slide because it is inversely related to the nuclei (Fig. 2A). 
Image thresholding (Fig.  2B) to isolate high intensity vs 
low-intensity pixels and image filtering (Fig.  2C) are 
other knowledge-driven approaches which utilizes hand-
crafted feature extractors. A 2D image filter, also called 
a convolutional filter or kernel, is a two-dimensional 
array of values and can be passed over an image to pro-
duce a new image, often called a feature map (Fig.  2C). 
For example, the Sobel filter or operator, invented in 
1968 by Dr. Irwin Sobel and Dr. Gary Feldman [14], can 
identify horizontal and vertical edges and is used fre-
quently in edge detection algorithms (Fig. 2C). There are 
many other variants of convolutional kernels that have 



Page 3 of 15Konnaris et al. Arthritis Research & Therapy           (2022) 24:68  

been hand-crafted or empirically derived to detect other 
widely used image features [15]. Edges can be combined 
by image addition and object detection algorithms can 
be utilized to find objects, like nuclei (Fig. 2D). It may be 
important to know the color or shape parameters (e.g., 

RGB intensity, perimeter, aspect ratio, area) of an object 
to help describe some pathologic changes [16] (Fig. 2E). 
The benefit of these predefined features is that they can 
be based on characteristics that are already relevant for 
a given task based on deep understanding of the problem 

Fig. 1 Overview of image analysis and machine learning subdisciplines. Extracting features is a critical step in image analysis and can be 
generalized to two methods, knowledge-driven and data-driven (A). Once image features are extracted, then one of two main ML subdisciplines 
are often used, (1) supervised learning and (2) unsupervised learning (B). A non-comprehensive summary of typical tasks solved with each 
subdiscipline, and common methods used to solve each task are listed below each subdiscipline. Solid lines indicate methodologies that follow the 
principles of each subdiscipline. Dotted arrows indicate direct links between the methods of disciplines

Fig. 2 Examples of knowledge-driven feature extraction to identify nuclei. There are several mechanisms to extract information from an image. In 
this example, (A) the red channel of an image of H&E-stained cartilage with chondrocytes has been isolated and (B) thresholded to start the process 
of identifying the nuclei. (C) To identify the edges of the nuclei, convolutional kernels that have been designed to identify edges are applied (Sobel 
kernels) and the resulting images (feature maps) are added together. (D) Object detection algorithms, which can trace edges, can then be used to 
isolate the independent objects (nuclei) within the image. (E) Finally, color and shape features can be calculated to generate information about the 
nuclei that may help with pathologic analysis



Page 4 of 15Konnaris et al. Arthritis Research & Therapy           (2022) 24:68 

by domain experts. In addition, higher level or more 
detailed features can be extracted without the need for 
sophisticated models or large datasets to generate these 
features.

As an alternative to knowledge-driven feature extrac-
tion, deep learning models, such as convolutional neural 
networks (CNNs), can derive the important features for 
the predictive task of interest in a data-driven way [17]. 
CNNs are useful for image analysis because they main-
tain spatial information within an image using convolu-
tional kernels, in contrast to standard neural networks 
which need to unroll the pixels of an image to form one 
long list of pixels removing the spatial information. These 
kernels are exactly like the image filters mentioned in the 
data-driven feature extraction setting, except that the val-
ues within the kernel can be altered during the learning 
process, specifically the backpropagation phase, of the 
network [18]. These kernels can be learned to extract dif-
ferent types of information, both low-level, such as color 
or edges at the beginning layers, as well as high-level fea-
tures at the deeper layers within the model for the pre-
dictive task of interest. There have been various types of 
CNNs developed [6], many of which are available in the 
standard DL libraries and are ubiquitous in almost every 
biomedical image-based deep learning model.

Data augmentation is a method that can be used in 
both knowledge-driven and data-driven approaches to 
improve downstream model performance. As is the case 
with histology data, there are some transformations of 
the biomedical image that should not have an impact on 
model interpretation. Some examples include rotation, 
reflection, and scanner, reagent, or institutional shifts 
in the RGB color representation of the eosin and hema-
toxylin stains. To combat this, the model can introduce 
perturbations to the original image, such as including 
these rotations, reflections, and color shifts to increase 
the number of training examples, and to try to make the 
model more robust to these changes when applying ML 
or DL methods in practice. In addition, the color space 

of all images can be measured by investigating the RGB 
(or appropriate color maps) intensity and a normalization 
procedure can be performed attempting to control for 
unwanted color variation. Applications of these data aug-
mentation steps will be discussed in subsequent sections.

Supervised learning
Supervised learning techniques are frequently used in 
image analysis [10, 19]. These approaches include two 
phases: training and testing. In the training phase, the 
ML model is provided with a dataset with input data sam-
ples (e.g., images) and their corresponding output targets 
(e.g., what class does the image belong to from a set of 
classes). The goal is for the model to learn how the inputs 
accurately map to the outputs. In the testing phase, we 
only have input samples whose targets are unknown, and 
the goal is to use the learned ML model to predict their 
corresponding targets. Depending on the types of the 
outputs, the supervised learning problem can be referred 
to as a classification (when the outputs are categorical 
or binary) or regression (when the outputs are ordinal 
or continuous) problems. Popular supervised learning 
problems for image analysis include image classification, 
which aims at assigning a label to an entire image (e.g., 
whether or not a knee joint has arthritis based on MRI), 
object recognition, which aims to judge whether a par-
ticular object is included in an image (e.g., whether or not 
the synovium is present within a section of histology tis-
sue), or semantic segmentation, which aims to provide a 
classification label for every pixel in the image (e.g., draw 
a border around the synovial tissue in a histology section 
of a joint) [20].

Unsupervised learning
The second main type of ML technique is unsupervised 
learning, which uses algorithms to learn patterns from 
unlabeled data (i.e., no specific outcome or prediction 
target) to derive key insights about a dataset. Typical 
unsupervised learning problems include (1) clustering, 

Fig. 3 A generalized pipeline from tissue collection to model building. We have identified six main steps that are crucial in image analysis pipelines 
that can influence the results of an image analysis model: (1) biospecimen procurement, (2) processing, (3) sectioning, (4) staining, (5) imaging, (6) 
model selection
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which identifies coherent pixel groups in the image using 
techniques like watershed segmentation [21], simple 
linear iterative clustering (SLIC) superpixel segmenta-
tion [22], or coherent regions within the image using 
techniques like normalized cut [23] and (2) representa-
tion learning, which maps the original high-dimensional 
image features (e.g., pixels) to a new low-dimensional 
coordinate space, and the derived representations in the 
new space can optimally reconstruct the original image 
under certain reconstruction error measures. Principal 
coordinate analysis (PCA), Uniform Manifold Approxi-
mation and Projection (UMAP), and autoencoder are 
some popular representation learning techniques [24, 
25]. Hierarchical clustering of image features or of the 
low-dimensional representations can also be leveraged to 
group similar/dissimilar objects within the image.

A generalizable pipeline for image analysis approaches 
of histology with ML techniques
In order to make the ML models useful and practical for 
real-world MSK histology image analysis, we propose a 
generalizable pipeline including six steps from tissue col-
lection to model selection that can influence final model 
performance (Fig. 3).

Biospecimen procurement
Specimen retrieval and tissue sampling from either pre-
clinical models or in clinical settings is a critical first step 
that can greatly affect the generalizability of the model 
due to sampling bias, and the ability to precisely identify 
and diagnose meaningful pathological changes [26]. This 
is of particular importance when studying heterogeneous 
tissues, or in studies that address focal structural changes 
in relatively large joints, as shown in studies addressing 
the inability of a single biopsy specimen to capture solid 
tumor diversity [27] or in preclinical models of surgically-
induced osteoarthritis (OA) that require extensive sam-
pling across the joint to appropriately assess joint damage 
and disease development [3]. These concerns can some-
times be addressed with sectioning methods, discussed 
later, but gross dissection or biopsy techniques to acquire 
comprehensive sampling are first-line options. Thus, 
sampling consistency should be considered individually, 
maintained throughout the study, and reported carefully 
to ensure reproducibility and minimize sampling bias.

Processing
There are a plethora of cell culture and histology methods 
that can be used to generate an image for an ML model 
to analyze. Almost all methods utilize a fixation step to 
crosslink proteins preventing degradation, and while 
there is no standard fixation protocol (i.e., every tissue or 
cell requires some optimization), there are some common 

methods. Chemical fixation, such as aldehyde fixation, 
or precipitation methods, such as methanol, ethanol, or 
acetone, are widely used in MSK tissues. Time to fixation, 
length of fixation time, fixative agents, and the tempera-
ture of fixation may affect section quality and induce var-
iability among samples [28]. Tissues are also frozen fresh 
or embedded in an aqueous cutting buffer to prepare for 
frozen sectioning. The time to freezing, length of time 
in a freezer, and the temperature that the sample is sec-
tioned at can all affect the quality and stain consistency of 
the sections [29]. Musculoskeletal tissues are often decal-
cified and care should be taken to acknowledge how the 
pH of the tissue processing solutions potentially change 
the pH of the tissue because many stains are pH sensitive 
[30]. Having inconsistent processing that creates variable 
tissue artifacts within a study designed to utilize compu-
tational methods creates challenging problems for mod-
els to solve [31].

Sectioning
For tissue sectioning, the orientation and thickness 
should all be considered as potential confounding factors 
for downstream analysis [30]. For example, thicker sec-
tions may alter both staining quality, as well as the ability 
of the microscope to obtain a completely focused image. 
The latter is due to the depth of field of the objectives, 
which may be smaller than the section thickness. A 40× 
objective typically has a depth of field of 1 μm while tis-
sue sections are commonly obtained between 5 and 
10 μm, with some applications calling for much thicker 
sections. Orientation and anatomic location (i.e., histo-
logic level) of the obtained sections have been well stud-
ied and standards are published in MSK disciplines [3]. 
While not formally studied in the fields of computational 
pathology, inconsistent orientation of the tissue as it is 
being sectioned may also impact the downstream image 
analysis. A model will likely either need curated data with 
known orientation or have sufficient training samples to 
learn the orientation variation in addition to what may be 
needed to understand pathology.

Staining
After sectioning, a stain must be applied to permit assess-
ment of the tissues. Staining quality is often affected by 
the processing, fixation, and sectioning steps. Specific to 
the staining procedure, the pH of the reagents and the tis-
sue, the staining time, reagent selection (e.g., bluing hema-
toxylin), the washing reagents and the number of washes 
can all alter the quality of the stain [28, 30]. These factors 
are both stain- and tissue-specific, and protocols must 
be standardized for each case, aiming to minimize stain-
ing artifacts and batch effects. The amount of time a slide 
sits on a shelf after staining was conducted can impact the 
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stain quality, as many stains will oxidize over time. For 
long-term storage, a sealant should be applied to the edges 
of the cover slip, and it is advisable to acquire images for 
analysis shortly after staining to prevent such imaging arti-
facts. While no studies have directly compared the effects 
of various fixation, embedding, sectioning, or decalcifica-
tion methods on ML models, any alteration from batch to 
batch of samples can be observed when the samples are 
stained as this represents a common bottleneck in all pro-
tocols [28]. These stain variation-driven artifacts result in 
batch effects that need to be accounted and corrected for 
either within or before model building.

Recent studies have addressed different approaches 
to deal with stain variation of tissue features. Otálora 
et  al demonstrated that stain normalization, color aug-
mentation, and a DL strategy called domain adversarial 
learning, a strategy that attempts to learn features inde-
pendent of the domain (in this case the staining domain), 
both independently and when combined can improve the 
performance of CNNs [32]. They used two color heter-
ogenous datasets which contained >25,000 H&E-stained 
breast and prostate cancer high power fields, which 
were annotated to indicate if they contained a mitotic 
figure or the Gleason pattern, respectively, obtained 
from multi-center repositories encompassing 20 differ-
ent centers. In the first dataset, from the Tumor Prolif-
eration Assessment Challenge, color augmentation with 
a standard CNN or the adversarial learning model when 
implemented independently performed similarly well 
(0.91–0.96 AUC), while in the second dataset, from The 
Cancer Genome Atlas (TGCA), color augmentation and 
adversarial learning when implemented together per-
formed the best (0.69–0.77 AUC). Another study ana-
lyzed 13 different mitotic datasets with a standard CNN, 
varying only the stain normalization and color augmen-
tation parameters [33]. Their results suggest that hema-
toxylin and eosin (H&E) color deconvolution with light 
augmentation and no stain normalization performs best. 
However, other color augmentation strategies including a 
style transfer inspired NN [34] or their own autoencoder 
stain normalization function performed only slightly 
worse. These strategies that evaluate stain and color aug-
mentation suggest that including color augmentation in 
the ML pipeline is typically successful and depending on 
the image set, strategies that incorporate NN-based stain 
normalization or adversarial learning may improve per-
formance. However, this is still an open area of research 
that needs further investigation.

Imaging
There are many available tools to digitize images, and 
the methods used to digitize a slide should be carefully 
considered for optimal downstream applications [35]. 

The selected magnification weighs heavily on many 
downstream procedures. For example, cellular or sub-
cellular analyses may require 40× or higher magnifica-
tion [36], while lower magnification may be sufficient for 
tissue-level analyses (i.e., segmentation). High magni-
fication also requires more imaging time, larger storage 
resources, as well as significant computational capabili-
ties if utilizing a DL approach. If a slide scanner is chosen 
to digitize the slides, scanner-to-scanner variation needs 
to be considered. A study of feature instability (e.g., vari-
ation in stain intensity, object shapes, object orientation 
relative to other objects) in the TGCA dataset found high 
levels of feature instability from the same slide imaged 
on different scanners, especially for the shape and stain 
intensity features [37]. This suggests that either the scan-
ner should remain the same within a study, that sufficient 
normalization or augmentation approaches should be 
used to adjust the feature variance or sufficient training 
data be acquired to learn the feature variance. Potential 
sources of variation between scanners are the light source 
(e.g., type of bulb or light emitting diode (LEDs)), light 
path (type and number of objectives and their numeri-
cal aperture, number of mirrors, and condensers), the 
detector (charged couple device (CCD), complementary 
metal-oxide-semiconductor (CMOS), photomultiplier 
tube (PMT)), and the software (auto-focus algorithm, 
white balance/color balance algorithm, tile or line stitch-
ing algorithms). Advances in scanning software such as 
Deep Focus [38] that use DL to automatically detect of 
out-of-focus regions while scanning slides can immedi-
ately initiate a rescan, and improve image quality and the 
usability of data.

Model selection
Once images are acquired, selection of an appropriate 
image analysis model is a critical step in the pipeline. The 
complexity of the model should reflect the complexity of 
the problem. For example, segmenting 3,3′-diaminoben-
zidine (DAB)-stained tissue from the white background 
of a slide requires a relatively simple model, not consid-
ered to be a ML approach, such as evaluating the opti-
cal density of a pixel or region and thresholding [39]. In 
contrast, to detect a small piece of malignant tissue in a 
large tissue biopsy specimen, a DCNN model may need 
to be implemented [40]. The task also should be defined 
into one of the two domains, supervised or unsuper-
vised learning (Fig. 1), to refine the techniques used. This 
decision-making process has been extensively reviewed 
elsewhere [8, 19, 41] and revolves around a critical con-
cept: the amount and quality of labeled (annotated) 
data. If there is an abundance of high-quality labeled 
data, then a supervised strategy could be implemented 
to solve regression, classification, or segmentation tasks. 
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For example, Graham and colleagues leveraged multi-
ple datasets with over 75,000 annotated nuclei to build 
a DCNN for segmenting and classifying nuclei [42]; and 
the aforementioned example of malignant tissue classifi-
cation utilized >20,000 WSI of biopsy specimens labeled 
as either malignant or benign [40]. However, different 
tasks may require less data and there are examples of 
models performing well using smaller datasets [43–46]. 
Importantly, these models need to be evaluated. When 
ground truth labels are available, performance metrics 
obtained by comparing the prediction with the labels, 
known as a confusion matrix, and subsequent calcula-
tions (e.g., sensitivity, specificity, F1) should be obtained. 
It is important to note that, while these performance 
metrics are analogous to the inter- or intra- rater reli-
ability for the gold standard scoring systems, they are 
dependent on other sets of biases, such as the quality and 
amount of labeled data [4, 8, 13].

As an alternative, unsupervised methods, like water-
shed and SLIC, can perform image segmentation and 
when coupled with feature extraction methods (Fig.  2), 
dimensionality reduction, and/or clustering to describe 
the feature variation, there may be associations with 
pathology [47–49]. Since these methods are unsuper-
vised, careful review of the results is needed and, if pos-
sible, should be validated with other measured outcomes. 
In addition, the modeler needs to decide if knowledge-
driven or data-driven approaches are more suited to the 
analysis task (Fig.  2). For example, if the task is to seg-
ment tissue with low extracellular matrix (ECM) to cell 
ratio vs high ECM to cell tissue (i.e., fatty tissue vs bone), 
feature extraction of eosin stain intensity with a low 
training sample size and relatively simple model may be 
suitable. However, if the task is to segment cortical bone 
from trabecular bone, which is a substantially more dif-
ficult problem to solve, a DCNN may be required (Bell 
RD and co-authors, unpublished work). If a DL model is 
the chosen model, an excellent way to improve the train-
ing procedure of deep models is to utilize a technique 
called transfer learning. This transfers the pre-trained 
weights (e.g., values) of the convolutional kernels from 
another model and is useful because these kernels have 
already been trained to identify some image features that 
may overlap with image features in the task at hand [50]. 
Another way to improve training on small datasets is to 
perform image augmentation as mentioned previously 
[51].

Computational pathology in musculoskeletal disciplines
There are more than 120 ML-based medical devices cur-
rently approved for medical imaging technologies by the 
US Food and Drug Administration (FDA) at this time 
(December 2021) [52], but only a few ML models are 

approved thus far for histopathological applications (e.g. 
cytology screening or cell classification) [41]. In research 
settings, ML has successfully been implemented to study 
chromatin distribution [53], subcellular organelles [36], 
identify generic nuclei [42], identify mitotic nuclei [54, 
55], or to classify and segment various cancers types and 
associations with clinical outcomes [40, 56–58]. While 
ML is being increasingly used in clinical pathology, espe-
cially in cancer, it has not yet been extensively applied in 
the field of orthopedic and rheumatologic histopathology. 
Here, we provide a historical perspective of the steadily 
increasing amount of computational pathology applica-
tions in MSK conditions over the last 20 years, separated 
by tissue type (Table 1).

Synovium
Seminal work in the field of computer-assisted quantifi-
cation of synovial features utilized thresholds of the RGB 
values in both H&E- and DAB-stained slides [39, 59, 60]. 
Utilizing this approach, the CD3 or CD64 DAB-positive 
tissue area correlated well with manually-counted posi-
tive cells [39]. Thresholding was also used to segment 
lymphocyte nuclei and quantify synovial thickness on 
H&E-stained tissue sections, which correlated with clini-
cal scores with reasonable success in synovial biopsies 
from patients with rheumatoid arthritis, osteoarthritis, 
and psoriatic arthritis [61]. Using thresholding tech-
niques on stained tissue is still a common approach used 
in both clinical and preclinical settings [74] and can be 
a reliable measurement of tissue features, but it is highly 
sensitive to staining variation or other batch effects. In a 
similar approach, a classifier trained to segment nuclear 
and cytoplasmic/extracellular matrix (ECM) area (naïve 
Bayes model implemented in Visiopharm [75]) was used 
to segment these areas in H&E-stained tissues from a 
murine model of inflammatory arthritis, which corre-
sponded to histopathology scores [62, 63]. All the above 
studies used external methods of validation (i.e., cor-
relation with other outcomes) and are limited by a lack 
of internal model performance validation (i.e., generat-
ing ground truth labels to test sensitivity and specificity 
of the segmentation). Venerito et al. used a CNN archi-
tecture (Resnet34) with transfer learning from the Ima-
geNet dataset as one of the first applications of DL in 
synovial tissue analysis, training a classifier to discrimi-
nate between low- and high-grade synovitis of 150 syno-
vial photomicrographs from 12 patients who underwent 
ultrasound-guided synovial tissue biopsy specimens [43]. 
The authors were able to correctly classify all 30 of the 
images as either low-grade or high-grade synovitis in the 
hold-out test set. However, more data would be needed 
to assess the real-world performance and generalizability 
of this model.
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Cartilage
One of the first image analysis models to assess articu-
lar cartilage image features applied convolutional filters 
(horizontal and vertical Sobel filters) to confocal fluores-
cent images of chondrocytes stained with anti-β tubulin, 
anti-vimentin, and phalloidin. These feature maps were 
then thresholded to identify edges within the image to 
understand cytoskeletal arrangement of chondrocytes in 
agarose gel suspension culture over time [64]. Another 
effort to quantify cartilage biology with image analysis 
attempted to mimic the Mankin score [76]. Moussavi-
Harami and co-authors modeled the articular surface 
using quadratic curves, measured depth of clefs nomi-
nal curve, and applied thresholding, edge detection, and 
convolutional filtering to estimate proteoglycan con-
tent, nuclei density, and blood vessel penetration past 
the tidemark. These computational approaches were 
validated by correlating with human quantified Mankin 
scores (r2=0.78) [65]. Utilizing a DL approach, Yang et al. 
detected, counted, and segmented chondrocytes in Safra-
nin-O stained slides of cartilage sections from an ante-
rior cruciate ligament transection surgical rabbit model 
[44]. Training and validation images (256 × 256 pixels, n 
= 235 and n= 25, respectively) were hand-annotated by 
one expert and a U-NET architecture was trained, while 
5 independent observers separately annotated an addi-
tional 35 images as an external test set. Internally, the 
model performed well with a IoU of 0.82; however, when 
compared to the 5 expert annotators, the model consist-
ently predicted fewer chondrocytes and had poor IoU 
scores, suggesting a lack of generalizability from insuffi-
cient training data and/or too complex a model. Despite 
these limitations, this is the first work to utilize a DL 
architecture in chondrocyte segmentation, which begs 
for more exploration from the field.

Skeletal muscle
Skeletal muscle has had by far the most development 
of image analysis models within the MSK field. This 
is in part because muscle fiber geometry (e.g., cross-
sectional area, perimeter, circularity, diameter) is an 
essential outcome of the histopathology assessment, 
thus providing a strong incentive to develop models. 
In addition, both basic stains, like H&E, and immuno-
histochemical stains provide high contrast imaging of 
the fiber edges, and edge detection algorithms are a 
mature field within image analysis, with models to spe-
cifically estimate fiber geometry in development since 
1998 [48, 49, 66–71, 77]. These edge detection models 
include snakes active contours [48, 66], ridge detection 
utilizing Hessian operators [67, 68], standard filtering 
and thresholding [70–72], or variations of watershed 

algorithms [49, 69]. Many of these efforts allow the 
user to adjust specific parameters for the segmenta-
tion or post hoc evaluation to merge or separate fibers 
that were poorly segmented as well as a filtering step 
to remove small objects or those which do not match 
certain shape requirements [45, 49, 69, 71]. Once fibers 
are segmented, simple shape parameters like cross-sec-
tional area or ferret diameter are used to assess pathol-
ogy or immunostaining intensity of specific markers to 
perform fiber type analysis. Kastenschmidt et  al. uti-
lized a supervised approach to allow the user to anno-
tate examples of fibers vs non-fibers to perform binary 
classification [45]. This approach first performs thresh-
olding and filtering to segment objects within the image 
and then extracts shape features which are used by the 
support vector machine to classify the objects. Simi-
larly, Encarnacion-Rivera and colleagues performed 
pre-segmentation convolutional filtering, which then 
allows users to select training pixels for a random forest 
classifier to segment the edges of the fibers, and utilizes 
mean fluorescent histograms to select thresholds clas-
sifying muscle fibers [73].

Other
There are very few examples of computational pathology 
in other MSK fields, including wound healing or dermal 
complications of connective tissue diseases. Zhange et al 
utilized a murine bone fracture healing model stained 
with OrangeG/Alcian Blue to study how an automated 
model compares to hand drawn annotations [78]. After 
training the model on the colors associated with newly 
formed cartilage, newly formed bone, new fibrous tis-
sue, bone marrow and new osteoblastic area; the authors 
implemented custom area-based adjustments (e.g., fills 
holes in cartilage to include the lacuna of the chondro-
cytes, change bone marrow between 30,000-200,000 
μm2 to fibrous tissue). This algorithm produced areas 
that correlated very well with hand annotations (ICCs 
0.97-0.99), however it was only evaluated on 5 tissue sec-
tions. We recently used unsupervised SLIC super pixel 
over segmentation and feature extraction to study wound 
healing and build a decision tree model which classified 
primary granulation tissue, secondary granulation tis-
sue, and chondrogenic tissue in a murine model of tib-
ial implant surgery [46]. Due to the limited sample size 
of the study, there were not enough images to reserve 
an internal test set for model validation. However, we 
worked with an expert pathologist to evaluate the accu-
racy of the model, and we found that the model predic-
tions aligned well with the pathologist-scored outcomes. 
In systemic sclerosis (SSc), skin fibrosis is a key indicator 
of disease progression, and Masson trichrome is used to 
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stain dense extracellular matrix, like collagens to show 
fibrotic activity. Correia et  al. obtained biopsies stained 
with Masson trichrome from patients with SSc and uti-
lized the pretrained weights of the feature encoder from 
the AlexNet DL architecture [6] to extract image features. 
PCA was then used to summarize these features into a 
single summary score which correlated well with other 
validated histologic scores (modified Rankin) and clini-
cal outcomes [47]. These examples highlight the need 
and value of implementing computational histopathology 
approaches to other MSK conditions.

Conclusion
Throughout the evolution of histological analysis, pathol-
ogists have improved their workflow and diagnostic 
accuracy by adopting the digitization of microscopic and 
histologic images [79]. Computational pathology and 
WSI have brought on a new era of computer-assisted 
analytical software [7], and the development of novel 
computational tools for image analysis has highlighted 
the utility of these procedures. However, these tools have 
also underscored the need for standardized protocols 
throughout the entire pipeline (from specimen collection 
to imaging) to permit the generalizability of datasets and 
approaches. Despite these obvious challenges, computa-
tional pathology will continue to evolve, and the fields of 
musculoskeletal health should be positioned to capital-
ized on these new analytical tools.
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