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a b s t r a c t 

The cartoon Fidgety Philip, the banner of Western-ADHD 

diagnosis, depicts a ‘restless’ child exhibiting hyperactive- 

behaviors with hyper-arousability and/or hypermotor- 

restlessness (H-behaviors) during sitting. To overcome the 

gaps between differential diagnostic considerations and 

modern computing methodologies, we have developed a 

non-interpretative, neutral pictogram-guided phenotyping 

language (PG-PL) for describing body-segment movements 

during sitting ( Journal of Psychiatric Research ). To develop the 

PG-PL, seven research assistants annotated three original Fid- 

gety Philip cartoons. Their annotations were analyzed with 

descriptive statistics. To review the PG-PL’s performance, the 

same seven research assistants annotated 12 snapshots with 

free hand annotations, followed by using the PG-PL, each 

time in randomized sequence and on two separate occasions. 

After achieving satisfactory inter-observer agreements, the 

PG-PL annotation software was used for reviewing videos 

where the same seven research assistants annotated 12 

one-minute long video clips. The video clip annotations 

were finally used to develop a machine learning algorithm 

for automated movement detection ( Journal of Psychiatric 

Research ). These data together demonstrate the value of the 

PG-PL for manually annotating human movement patterns. 

Researchers are able to reuse the data and the first version 

of the machine learning algorithm to further develop and 

refine the algorithm for differentiating movement patterns. 

Crown Copyright © 2021 Published by Elsevier Inc. 

This is an open access article under the CC BY license 

( http://creativecommons.org/licenses/by/4.0/ ) 

Specifications Table 

 

Subject Psychiatry and Mental Health 

Specific subject area Annotations of cartoons, pictures, and videos 

Type of data Table 

Figure 

Cartoons 

Images 

Videos 

Free-hand annotations 

Pictogram annotations 

How data were acquired Phase 1: The data were collected using a survey developed in REDCap 

(Research Electronic Data Capture). The survey can be viewed in 

Supplementary File 1. 

Phase 2: The data were collected using custom annotation software 

(Annotator©, Austrian Institute for Technology, Vienna, Austria). 

Data format Raw 

Analyzed 

Parameters for 

data collection 

Phase 1: Step 1. Cartoon images were obtained from the original Fidgety Philip 

story for annotation [1] . 

Phase 1: Step 2. Participants underwent a Suggested Clinical Immobilization 

Test [2] . The test was recorded on video. Snapshots were taken from the video 

recordings for annotation. 

( continued on next page )
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Phase 2: One-minute long video clips were taken from the video recordings for 

annotation. 

Description of 

data collection 

Phase 1: Step 1. Research assistants, who were naïve to annotation, annotated 

the cartoons using free-hand descriptions. 

Phase 1: Step 2. The same research assistants annotated 12 snapshots using 

free-hand descriptions and pictograms. 

Phase 2: The same research assistants annotated 12 one-minute video clips 

using pictograms. 

Data source location Institution: BC Children’s Hospital Research Institute, The University of British 

Columbia 

City/Town/Region: Vancouver (British Columbia) 

Country: Canada 

Data accessibility Repository name: Mendeley Data (for annotation data) 

Data identification number: https://doi.org/10.17632/ytst4kss9p.5 

Direct URL to data: https://data.mendeley.com/datasets/ytst4kss9p/5 

Repository name: GitHub (for algorithm source code) 

Data identification number: https://doi.org/10.5281/zenodo.4382849 

Direct URL to data: https://zenodo.org/record/4382849#.X-GB1OlKgfE 

Related research article Beyzaei, N., Bao, S., Bu, Y., Hung, L., Hussaina, H., Maher, K. S., Chan, M., Garn, 

H., Kloesch, G., Kohn, B., Kuzeljevic, B., McWilliams, S., Spruyt, K., Tse, E., Van 

der Loos, H.F.M., Kuo, C., Ipsiroglu, O. S. Is Fidgety Philip’s ground truth also 

ours? The creation and application of a machine learning algorithm. J Psychiatr 

Res. 2020 Dec;131:144-151. https://doi.org/10.1016/j.jpsychires.2020.08.033 . 

Value of the Data 

• This data demonstrates the utility of the pictogram guided phenotyping language (PG-PL)

[3] for manually annotating human movement patterns in video clips, and formed the basis

of a machine learning algorithm for automated movement detection. 

• Researchers will be able to utilize this data for the further development of the machine learn-

ing algorithm that can be used to differentiate restless behaviors. 

• The algorithm developed from this data is available at https://doi.org/10.17632/ytst4kss9p.5

[4] . Users can download the algorithm as a standalone application and then use it right away

for analyses. We have created a standard operating procedure/readme for using this algo-

rithm (Supplementary File 4). The source code of the algorithm is available at https://doi.org/

10.5281/zenodo.4382849 [5] and is provided for software developers who may wish to mod-

ify and/or improve the algorithm. To learn more about the motivations underlying the algo-

rithm and the developers of the algorithm, visit the following websites: https://sleepnetwork.

org/ , http://humbl.bme.ubc.ca/clinical-applications.html , and https://www.bcchr.ca/oipsiroglu . 

• The development of a machine learning algorithm using this data will allow in-depth clinical

phenotyping of restless behaviors seen in conditions such as Attention Deficit Hyperactivity

Disorder, Willis Ekbom disease/restless legs syndrome, and agitation syndrome [ 6 , 7 , 8 ]. 

• Phenotyping such restless behaviors may enable clinicians to more easily discriminate be-

tween the distinct characteristics of the three major restlessness-associated clinical presenta-

tions (Attention Deficit Hyperactivity Disorder, Willis Ekbom disease/restless legs syndrome,

and agitation syndrome) [ 6 , 7 , 8 ]. 

1. Data Description 

This paper describes the collected data and associated statistical analyses for Phase 1 of the

study reported in Beyzaei et al. [9] . The data were collected using a survey developed in the

REDCap (Research Electronic Data Capture) platform [ 10 , 11 ], which can be viewed in its en-

tirety in Supplementary File 1. The data can be viewed in Chan et al. [4] . This paper also makes

available the video annotation data that laid the foundation for the development of a machine

learning algorithm in Phase 2 of the study, which was described in depth by Beyzaei et al. [9] . 

https://doi.org/10.17632/ytst4kss9p.5
https://data.mendeley.com/datasets/ytst4kss9p/5
https://doi.org/10.5281/zenodo.4382849
https://zenodo.org/record/4382849#.X-GB1OlKgfE
https://doi.org/10.1016/j.jpsychires.2020.08.033
https://doi.org/10.17632/ytst4kss9p.5
https://doi.org/10.5281/zenodo.4382849
https://sleepnetwork.org/
http://humbl.bme.ubc.ca/clinical-applications.html
https://www.bcchr.ca/oipsiroglu
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Table 1 

Free-hand Descriptions of Fidgety Philip Cartoons. Descriptive information for each Fidgety Philip cartoon was separated 

into neutral and interpretive descriptions. 

Cartoon # Description Total Mean + /- Standard Deviation 

1 Neutral 48 6.9 + /- 3.3 

Interpretive 43 6.1 + /- 2.1 

2 Neutral 58 8.3 + /- 4.3 

Interpretive 39 5.6 + /- 4.1 

3 Neutral 62 8.9 + /- 4.1 

Interpretive 24 3.4 + /- 2.6 

Overall Neutral 168 8 + /- 3.8 

Interpretive 106 5.5 + /- 3.1 

Fig. 1. Pictograms. Examples of pictograms developed to characterize body movements: posture; head; upper body 

(comprising arms, hands, fingers); and lower body (comprising legs, feet, toes). 
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Phase 1: Step 1. Supplementary File 2 contains the analysis of the free-hand descriptions

f each Fidgety Philip cartoon. Table 1 shows a summary of the average number of free-hand

escriptions (neutral vs. interpretive) per cartoon. Fig. 1 shows sample pictograms from the pic-

ogram set. 

Phase 1: Step 2. Supplementary File 3 contains the analysis of the free-hand descriptions

f snapshots. Table 2 shows a summary of the number of free-hand descriptions (neutral vs.

nterpretive) per day per snapshot. Fig. 2 shows the intra-observer reliability before (A) and after

B) grouping. Table 3 shows the inter-observer reliability before (A) and after (B) grouping. 

Phase 2. Supplementary File 4 is the machine learning algorithm and associated standard

perating procedure developed by and reported in Beyzaei et al. [9] . 

. Experimental Design, Materials and Methods 

Phase 1: Step 1. The goal of this step was to train RAs, who were naïve to annotation. Seven

ndergraduate RAs (median age: 19.5; range 18-21), supervised by two senior faculty members

GK, OSI), annotated three original Fidgety Philip cartoons who were instructed to ‘describe, but

ot interpret’. The aim was to demonstrate the difference between “neutral, non-interpretative”

nnotations vs. common interpretative phenomenology in a model setting [12] . Data collection.

As separately described each cartoon with a maximum analysis time of 8.5 minutes per car-
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Table 2 

Free-hand Descriptions of Snapshots. On Day 1 and Day 2, each snapshot was annotated using free-hand descriptions, then reviewed and categorized as descriptive or interpretive, first by 

the research assistants individually and then by the entire team together as a shared language development exercise. Note the low number of interpretive descriptions on both days, and the 

increase in mean neutral descriptions (with smaller standard deviations) from Day 1 to Day 2. 

Day 1 Day 2 

# of Interpretive Descriptions # of Neutral Descriptions # of Interpretive Descriptions # of Neutral Descriptions 

Snapshot Mean Median Standard Deviation Mean Median Standard Deviation Mean Median Standard Deviation Mean Median Standard Deviation 

1 1.29 1 0.95 5.14 4 2.41 1.43 1 0.22 6.86 7 0.53 

2 2.14 2 1.21 5.14 4 3.24 2.29 1 0.33 6.43 6 0.44 

3 1.57 1 1.27 4.86 5 2.12 1.57 1 0.18 6.29 7 0.68 

4 2.00 2 1.15 4.57 4 1.27 2.29 2 0.43 6.71 6 0.59 

5 2.14 3 1.46 5.71 6 1.38 1.57 1 0.33 6.43 7 0.50 

6 1.29 1 1.11 5.86 6 1.21 1.00 0 0.22 7.14 7 0.66 

7 0.57 0 0.79 7.14 7 1.57 1.14 1 0.75 7.71 8 0.68 

8 2.00 2 1.41 6.14 6 1.21 2.14 3 0.36 6.14 6 0.60 

9 1.29 1 1.50 6.71 6 2.14 1.71 2 0.22 7.43 8 0.68 

10 2.43 2 1.90 6.29 6 2.21 1.71 1 0.41 7.29 7 0.70 

11 2.14 1 2.41 6.57 6 1.51 2.00 0 0.47 6.86 8 0.61 

12 1.43 1 1.13 6.43 7 1.51 1.71 2 0.60 6.29 6 0.69 

Overall 1.69 1 1.42 5.88 6 1.94 1.71 1 1.59 6.80 7 1.70 
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Table 3 

Inter-Observer Reliability of the Pictogram Guided-Phenotyping Language Before and After Relabeling and Grouping of Pictograms. The average percent agreement among all RAs 

utilizing pictograms for describing overall, posture, head, upper body (in detail: arm, hand and finger) and lower body (in detail: legs, feet and toe) movements on day 1 and day 2. (A) Results 

before relabeling and grouping of pictograms. (B) Results after relabeling and grouping of pictograms. 

(A) Before Relabeling and Grouping (B) After Relabeling and Grouping 

Day 1 Day 2 Day 1 Day 2 

Category Average Min Max Average Min Max Average Min Max Average Min Max 

Overarching 

Posture 85.22 73.81 10 0.0 0 81.84 73.81 90.48 87.30 52.38 10 0.0 0 83.33 42.86 10 0.0 0 

Head 84.60 61.9 10 0.0 0 86.03 58.10 10 0.0 0 66.67 42.86 10 0.0 0 73.81 42.86 10 0.0 0 

Upper Body 90.55 78.68 98.64 91.27 73.70 10 0.0 0 78.57 52.38 10 0.0 0 71.43 42.86 10 0.0 0 

Lower Body 92.17 72.79 95.92 91.69 70.07 10 0.0 0 90.48 42.86 10 0.0 0 90.48 71.43 10 0.0 0 

Detailed 

Arms 93.65 79.64 10 0.0 0 93.78 80.30 99.01 80.95 42.86 10 0.0 0 83.33 42.86 10 0.0 0 

Hands 91.93 73.02 10 0.0 0 94.05 68.25 10 0.0 0 74.60 42.86 10 0.0 0 81.75 42.86 10 0.0 0 

Fingers 86.51 73.02 10 0.0 0 85.49 74.60 10 0.0 0 73.81 42.86 10 0.0 0 66.67 42.86 10 0.0 0 

Legs 94.52 81.9 10 0.0 0 97.22 89.52 10 0.0 0 70.64 42.86 10 0.0 0 79.37 42.86 10 0.0 0 

Feet 89.15 71.43 10 0.0 0 89.82 73.02 10 0.0 0 78.57 42.86 10 0.0 0 80.16 42.86 10 0.0 0 

Toes 92.43 82.68 10 0.0 0 90.26 74.89 10 0.0 0 80.16 42.86 10 0.0 0 90.48 71.43 10 0.0 0 

Overall (All Pictograms) 90.15 81.56 99.09 89.92 79.89 96.52 – – – – – –

Overall (Posture, Head & All Detailed 

Categories) 

– – – – – – 76.59 59.52 96.43 79.86 57.14 96.43 

Overall (Posture, Head, Upper Body & Lower 

Body) 

– – – – – – 80.75 57.14 92.86 79.76 57.14 92.86 
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Fig. 2. Intra-Observer Reliability of the Pictogram Guided-Phenotyping Language Before and After Relabeling of 

Pictograms. The average percent agreement is shown for each RA utilizing pictograms for describing overall, posture, 

head, upper body (in detail: arm, hand and finger), and lower body (in detail: legs, feet and toe) movements. RAs’ pic- 

togram descriptions on Day 1 were compared to their descriptions on Day 2. (A) Results before relabeling and grouping 

of pictograms. (B) Results after relabeling and grouping of pictograms. “Overall (4 groups)” refers to reliability when cal- 

culated with posture, head, upper body, and lower body. “Overall (8 groups)” refers to reliability when calculated with 

posture, head, and all detailed categories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

toon. The order of cartoons was reversed (2-1-3 instead of 1-2-3) to avoid assumptions based

on the ongoing sequence and to start a discussion on possible prejudice and/or opinionated

views. The data were collected in REDCap (see Supplementary File 1, pp. 2-7) in two categories:

(a) descriptions of the current scene, and (b) descriptions predicting what happens next and

explaining the prediction. These data can be viewed in Chan et al. [4] . Data analysis. As a

group, RAs first categorized their annotations as “neutral/descriptive” or “interpretive” (generat- 

ing count data), and RAs noted any negotiation points during their discussions (see [4] ). We then

descriptively analyzed the count data. The total number of interpretive descriptions was lower

than neutral ones, with a trend of decreasing interpretive descriptions per cartoon, despite vari-

ations at an individual level (see Table 1 for a summary). Transition to Step 2. To conclude this

step, RAs used pictograms to negotiate the main characteristics in each cartoon and to review to

what degree the pictograms could be used for annotation. The pictogram set was created based

on parental quotations [2] and utilized 63 pictograms to distinguish between overarching cate-

gories of body parts (i.e., posture, head, upper body, lower body) and more detailed categories

(i.e., arms, hands, fingers, legs, feet, toes) [3] (see Fig. 1 ). In a roundtable, the group agreed that

pictograms will reduce challenges associated with free-hand annotations (mainly different con-

notations of wordings) and streamline the annotation process. 
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Phase 1: Step 2. The goal of this step was to develop a shared language based on the pic-

ogram set (now termed the PG-PL). To work out the distinction between “neutral/descriptive”

nd “interpretive” PG-PL descriptions, the same RAs in Phase 1, Step 1, were tasked with an-

otating snapshots of human volunteers. Materials. Healthy, young adult volunteers (n = 18; 10

emales; age range: 19-26 years) visited our laboratory and individually underwent a Suggested

linical Immobilization Test [2] . Each Test was recorded on video. We randomly selected video

tills (i.e., snapshots) from the recordings for annotation by the RAs. Data collection. RAs first

nnotated 12 snapshots using free-hand descriptions and then the PG-PL. Two days later, the RAs

epeated the exercise using a randomized viewing order. The data were collected in REDCap (see

upplementary File 1, pp. 8-33). These data can be viewed in Chan et al. [4] . Data analysis. First,

As categorized their free-hand annotations as “neutral/descriptive” or “interpretive,” which we

hen descriptively analyzed (Supplementary File 2). We found that there were fewer interpretive

nd more descriptive free-hand annotations on both days (see Table 2 for a summary). We then

omputed intra-observer reliability and inter-observer reliability on all 63 pictograms to deter-

ine agreement on PG-PL use ( Fig. 2 A, Table 3 A). However, we realized that this calculation in-

luded all characteristics (including not observed), which likely caused high agreement since it is

ot possible to observe all pictograms simultaneously (e.g., RAs could only select one out of eight

osture pictograms and the subject cannot be both “sitting straight” and “sitting hunched over”).

herefore, to reduce the number of choices and only highlight the movement without describ-

ng its characteristics, which were seen as interpretive, we grouped the pictograms into eight

ategories (posture, head, arms, and fingers into an “upper body” category, and legs, feet, toes

nto a “lower body” category to be confident that there was no misinterpretation of body parts.

roupings resulted in either “movement: yes” or “movement: no” for each category. We then

ecomputed intra-observer reliability and inter-observer reliability ( Fig. 2 B, Table 3 B). Transition

o Phase 2. After achieving satisfactory average intra-observer reliability and inter-observer reli-

bility (approximately 80%), we proceeded to Phase 2. 

Phase 2. The goal of this phase was to apply the PG-PL to SCIT videos and to develop the

rst machine learning algorithm for automated movement detection [9] . The reader is referred

o our main paper [9] for more details on this phase. We present here the dataset that was

oundational to this phase. Materials. From the same video recordings in Phase 1, Step 2, we

andomly selected one-minute long video clips for annotation by the RAs. Data. As described in

he main paper [9] , the same RAs annotated 12 one-minute long video clips using the custom

nnotation software, Annotator© (Austrian Institute for Technology, Vienna, Austria). These data

an be viewed in Chan et al. [4] . These data are available in a raw format (i.e., direct output from

nnotator) and in a processed format (which was necessary for calculating inter-observer relia-

ility as reported in [9, Fig. 2 ]). The raw format is not appropriate for inter-observer reliability

nalysis, as there is no standardization. Therefore, we used a computer script to re-code the data

nto epochs, which enabled us to calculate inter-observer reliability for each epoch and average

cross all epochs [9] . Machine learning algorithm. The standard operating procedure/readme

le of the machine learning algorithm that was developed based on the video annotation data

an be found in Supplementary File 4. 
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