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IntroductIon

Artificial intelligence (AI) has the potential to revolutionize 
pathology.[1‑3] AI refers to the application of modern machine 
learning techniques to digital tissue images in order to detect, 
quantify, or characterize specific cell or tissue structures. By 
automating time‑consuming diagnostic tasks, AI can greatly 
reduce the workload and help to remedy the serious shortage 
of pathologists.[4] At the same time, AI can make analyses more 
sensitive and reproducible and it can capture novel biomarkers 
from tissue morphology for precision medicine. In a survey 
from the year 2019 of 487 pathologists from 54 countries, a 
great majority looked forward to using AI as a diagnostic tool.[5]

A wide variety of diagnostic tasks in pathology benefits from 
AI support. Even general tasks, such as counting nuclei or 
classifying tumor tissue, usually must be solved in a disease‑ and 
tissue‑specific manner. A PubMed search for the terms “artificial 
intelligence” or “machine learning” in conjunction with 
“pathology” resulted in more than 5000 publications, half of 
which were published since 2018 (as of September 2020). Several 
overview papers were published on how AI techniques can be 

applied in pathology.[6‑10] Recent reviews discuss AI applications 
in pathology and specifically in breast pathology.[11, 12] Another 
much‑studied application of AI is the extraction of novel immuno‑
oncology biomarkers from pathology images.[13]

Despite the extensive research developments, very few AI 
solutions have become commercial products for routine use.[11] 
As a result, a large part of the potential of AI remains untapped. 
Various technical, business, and regulatory challenges must be 
overcome in order to commercialize AI solutions in pathology. 
Similar challenges also arise for AI solutions in other medical 
domains,[14] such as radiology[15‑17] and ophthalmology.[18] 
Research prototypes must be further developed and integrated 
into the IT infrastructure of clinical laboratories before they 
are usable in routine pathology workflows. Commercial 
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success requires a profitable business model and the ability 
for pathologists to be reimbursed for using the product. AI 
solutions are medical devices and therefore require regulatory 
approval before they may be sold as a product.

Many publications about AI in pathology point to specific 
challenges, such as obtaining regulatory approval or 
reimbursement.[6,8,10,13,19] A recent paper gives a detailed outline 
of the regulatory steps for developing clinical AI software.[20] 
Still, it remains a major effort for AI solution developers to 
gather the wealth of knowledge required to meet the challenges 
of commercialization. In the present paper, we aim to provide 
researchers, software companies, and clinicians with a 
comprehensive overview on how to transform prototypes of 
AI solutions into commercial products. To this end, we provide 
basic knowledge and advice on all the challenges mentioned 
above.

Software MaturIty

The main objective in developing research prototypes is to 
demonstrate the feasibility of a task. Once feasibility has been 
verified, research prototypes still need to mature in various 
ways to meet the requirements for routine use: The software 
must be of sufficient quality to be stable and maintainable. The 
solution must also run efficiently enough for the laboratory 
workflow and reliably deliver accurate results.

Software quality
Research prototypes of AI solutions are often written quickly 
without considering code quality. This makes such prototypes 
expensive to maintain and to extend by new features, i.e., liable 
to “technical debt”.[21] Moreover, it makes prototypes prone 
to runtime errors and vulnerable to security holes. For 
these reasons, software quality often needs to be improved 
before a research prototype is ready for commercialization. 
Software quality is also important for obtaining regulatory 
approval. While regulatory approval does not explicitly 
prescribe a certain degree of software quality, one must adhere 
to a quality management system (QMS) throughout the entire 
development process, which should lead to high quality.

Various measures can be taken to improve software quality. 
Research code often has grown gradually and lacks structure. 
In this case, it helps to improve its architecture, e.g., by 
encapsulating functional units in a modular way and by 
implementing object‑oriented design patterns.[22] For achieving 
stable and properly functioning code, extensive testing is 
indispensable. Testing should be carried out automatically, 
both by low‑level unit tests and high‑level functional and 
integration tests.[23] Ideally, source code should be developed 
in a test‑driven manner right from the beginning.[24]

Efficiency
Research prototypes of AI solutions for pathology are usually 
optimized for accuracy, often at the expense of computing 
efficiency. Such prototypes must be further improved to be fast 
enough (while still accurate enough) for laboratory practice. 

The first step in optimizing efficiency should always be to 
identify the specific performance bottlenecks. In addition, 
there are several general strategies to make AI solutions for 
pathology more efficient.[25]

One strategy is to divide long‑running operations into 
several smaller operations that can be executed in parallel. 
Tensor processing operations, which are performed in large 
quantities in deep learning‑based algorithms, are parallelized 
automatically by all major machine learning libraries. Similarly, 
slide images can be divided into smaller “tiles” and processed in 
parallel. Another common strategy is to apply an algorithm to a 
lower resolution image which is substantially faster to process, 
if this does not affect accuracy in a relevant way.

Reliability
Research prototypes of AI solutions have only been trained and 
tested on limited datasets provided by a clinical project partner 
or in the context of a challenge. Such datasets hardly cover 
the real‑world variability of tissue images. The variability of 
tissue images is enormous, as their appearance is influenced 
by the depicted tissue types, pathologies, and the processing 
of the tissue section, including its cutting, staining, and 
scanning.[6] For this reason, research prototypes often need to 
be trained further on larger and more representative datasets 
before becoming sufficiently reliable for routine use.[11]

There are no simple criteria for deciding whether a particular 
dataset is representative. In general, datasets should be 
collected in a consistent and well‑curated form from several 
laboratories using individual preparation and scanning 
procedures and covering different ethnic groups and disease 
subtypes.[10,26,27]

The need for collecting large datasets can be somewhat 
reduced by incorporating synthetic data in the training 
process. The most popular technique is data augmentation, in 
which several transformations are derived from the original 
training data according to some variability model. Besides 
standard transformations such as rotations and changes in 
contrast, more advanced data augmentation techniques can be 
employed, e.g., to simulate staining variability.[28,29] Another 
recent approach is using Generative Adversarial Networks to 
automatically create realistic synthetic histology images.[30,31]

Technology readiness levels
In addition to software maturity, there are further technical 
requirements to make AI solutions in pathology ready for 
routine use.[32] These include integrability into the laboratory 
IT infrastructure and compliance with regulatory technical 
requirements, as described in the next sections.

Technical readiness is commonly classified in technology 
readiness levels (TRLs) on a spectrum from an initial 
idea to a solution for productive use. As such, TRLs are a 
practical measure for both internal product management and 
communication with investors. Originating from aerospace 
engineering,[33] TRLs have been used in different domains with 
slightly varying definitions.[34‑37] We have adapted the original 
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definition of TLRs to illustrate the steps required to turn a 
prototype AI solution in pathology into a product [Figure 1].

A typical research prototype corresponds to TRL 3 if it 
was evaluated in a peer‑reviewed publication, or TRL 4 if 
it has proven itself in a community challenge.[38,39] Product 
development is an iterative process requiring input and 
feedback from the intended users. TRL 5 provides initial 
information for defining efficiency and reliability requirements. 
Fulfilling these requirements is necessary to reach TRL 7, i.e., 
a clinical prototype with demonstrated utility in an operational 
environment. The clinical prototype is the basis for obtaining 
regulatory approval and ultimately achieving product status 
on TRL 9.

IntegratIon

Research prototypes of AI solutions in pathology are usually 
standalone tools with their own interfaces for execution, data 
input, and data output. To be usable in diagnostic routine, the 
tools must be integrated into the laboratory IT infrastructure and 
made interoperable with software from other manufacturers.

Laboratory IT infrastructure
Three pieces of software are of particular importance for using 
AI solutions in pathology [Figure 2]. The central component 
of any laboratory IT infrastructure is the Pathology Laboratory 
Information System (PLIS).[40] Its core functionality is case 
and sample management, especially storing all received and 
generated data on specimens and tracking specimen‑related 
data during histological processing. Many PLISs also support 
work planning of laboratory personnel and coding and billing 
of diagnostic procedures.

In digital pathology laboratories, another important piece 
of software is the image archive,[41] which manages and 
provides access to slide images and their associated metadata. 
Manufacturers of slide scanner devices offer special slide 
server software optimized for their own image formats. In 
addition, there are Picture Archiving and Communications 

Systems (PACSs) that manage and provide access to medical 
image data in a standardized way. Such PACSs were originally 
developed for radiology images, but are now also available for 
pathology images. Health‑care institutions are increasingly 
using vendor‑neutral archives (VNAs) that integrate various 
types of medical images, including pathology images.[42] 
Such VNAs greatly facilitate sharing image data between 
departments and reduce maintenance costs by consolidating 
multiple storage systems into a single central solution.[43]  A 
recent publication provides guidance on the use of VNAs in 
pathology.[42]

The digital pathology workstation is the software with which 
the pathologist interacts most when assessing a case. Its user 
interface is centered around a virtual microscope viewer 
providing means for exploring and interacting with a slide 
image, e.g., to make measurements or annotations. For this 
purpose, the workstation is closely linked to the image archive. 
Many workstations also provide functionality for accessing 
additional patient information or submitting diagnostic reports 
by communicating with the PLIS. Slide scanner manufacturers 
typically offer special workstation software for their devices. 
However, there is also an increasing number of vendor‑neutral 
or open‑source workstation software.[44,45]

Communication with PLISs works according to general 
clinical messaging standards that define how to encode 
patient data, specimen data, and diagnostic reports. The most 
widespread standard Health Level Seven International (HL7) 
V2 was developed by the HL7 organization in the 1980s.[46] 
The latest standard called HL7 Fast Healthcare Interoperable 
Resources (FHIR) is based on current Internet technologies 
and easier to use.[47] Image archive systems offered by slide 

Figure 1: Technology readiness levels for artificial intelligence solutions 
in digital pathology

Figure 2: Communication paths between an artificial intelligence solution 
and the main IT components in a digital pathology lab
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scanner manufacturers usually exhibit proprietary interfaces 
for accessing image data. In contrast, PACSs and VNA systems 
enable uniform image access through the Digital Imaging and 
Communications in Medicine (DICOM) standard. Originating 
from radiology, the DICOM standard is also becoming 
increasingly popular in pathology.[48]

Integration of artificial intelligence
AI solutions can be integrated into the laboratory IT 
infrastructure either as standalone tools or workstation 
extensions.[8,45,49,50] Standalone tools provide their own 
user interface for triggering an analysis, for selecting 
input parameters, such as regions‑of‑interest or algorithm 
settings, and for presenting analysis results. With workstation 
extensions, all these functions are performed through the 
user interface of their host software. Workstation extensions 
must implement a predefined programming interface through 
which they are triggered and input and output data are 
exchanged.

The major advantage of standalone tools is flexibility. They can 
be tailored to the specific needs of analysis methods in terms 
of user interaction, parameterization, and visualization. In 
particular, standalone tools enable long‑running methods with 
multiple analysis steps including preprocessing. Workstation 
extensions must adhere to the programming interface of their 
host and get along with its basic interaction and visualization 
capabilities. For this reason, they must work with minimal user 
input and finish quickly in a single analysis step.

Workstation extensions, on the other hand, have the major 
advantage of workflow efficiency. They can be used without 
leaving the familiar workstation environment and without 
having to become acquainted with new tools. Another 
advantage of workstation extensions is lower development 
costs. Standalone tools must be interoperable with PLIS, image 
archive, and workstation software in order to retrieve input 
data or submit results. Given the different types of interfaces, 
this can be a major effort. For workstation extensions, this 
functionality is already provided by their host and does not 
need to be implemented again.

Because of their respective advantages and disadvantages, 
standalone tools are mainly offered by well‑established 
manufacturers with a comprehensive portfolio of solutions 
for different applications.[51,52] For new companies intending 
to turn a prototype into a product, it can be easier to offer their 
solution as a workstation extension.

There is no standard for integrating AI solutions into 
workstation software, but each system offers its own specific 
interface. The interface definitions of commercial workstation 
software are often not public and only accessible through 
partnerships with the respective manufacturers. While some 
workstations integrate AI solutions as dynamically‑linked 
software components,[53] most modern systems integrate them 
as Docker containers or RESTful Web services.[49,50] The latter 
technologies have the advantage of allowing solutions to be 

implemented in any programming language. They also enable 
distributed operation of the solution on optimized hardware 
(e.g., GPUs), which is particularly important when applying 
AI technologies to large slide images.

BuSIneSS Model

Successful development and sale of AI solutions for pathology 
require a sustainable business model. A business model is 
defined as “the rationale of how an organization creates, 
delivers, and captures value”.[54] At the heart of every business 
model is a value proposition for customers. Around this, a 
business model covers the conditions required to create that 
value, how to deliver that value to customers, and how to 
generate revenue.

Business model canvas
A popular approach to developing a business model are 
canvases, i.e., large poster‑like forms summarizing different 
aspects of the business model. Following the popular 
business model canvas template,[55] we discuss the aspects 
for AI solutions in pathology [Figure 3]. We here focus on 
technology‑driven start‑ups aiming to bring a technology into 
the clinical market rather than exit‑driven business models 
where the product is the start‑up itself.[57]

Customer segments
Customers decide on the purchase of a solution. They are not 
always identical to users, but their interests often overlap. There 
are two main customer segments for image analysis solutions 
in pathology: the first are pathology laboratories or hospitals 
who are also users of the solutions. The second are vendors of 
pathology workstations or device manufactures who integrate 
and distribute third‑party solutions with their software—often 
as white label products under their own name.

Value proposition
The value proposition is what makes the customer pay 
money for a solution and can differ between customer 
segments. Assumptions about the value proposition need 
to be validated as early as possible, e.g., through customer 
relations or market research. For AI solutions in pathology, 
the principal value propositions are cost reduction, quality 
improvement, and innovation. AI solutions can reduce costs 
by assisting pathologists and enabling them to perform more 
work in less time. Pathologists can focus more on complicated 
cases by saving time on simple cases. Quality improvement 
means higher accuracy or sensitivity of diagnostic tests. 
Finally, AI solutions can compute innovative computational 
biomarkers that are prognostic for the course of a disease or 
the effectiveness of a therapy.

Channels
AI solutions can be distributed through direct or indirect sales 
channels. It is common practice for developers of AI solutions 
to partner with manufacturers of scanner devices or pathology 
software systems. The respective products are then either 
cross‑sold directly by both manufacturers,[58] or the AI solution 
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is integrated into existing software and distributed indirectly 
through the respective manufacturer.[59] Particularly for new 
companies, it can be attractive to enter business development 
deals with established manufacturers and to benefit from their 
market reach and marketing.[60]

In recent years, app stores have become a common way of 
distributing software.[61] App stores facilitate multiple aspects 
of a business model such as distribution, advertising, purchase 
processing, and customer feedback.[62] Although there is not 
yet a vendor‑neutral app store where developers can sell AI 
solutions for pathology, the first web‑based directories have 
been launched.[63,64]

Customer relations
Building customer relationships is important to validate and 
adapt the value proposition according to the customer needs. 
Important points of contact between developers of AI solutions 
and customers are scientific congresses, the company website, 
and social media. Furthermore, webinars and user group 
meetings are commonly hosted in order to showcase new 
products or features and collect feedback in a systematic way. 
Especially in the early phase of a company, it can make sense 
to offer freemium software[65,66] or free trials, since testing 
the value proposition may be more valuable than first sales.

Revenue streams
AI solutions for pathology can be licensed for a one‑time 
payment, as part of a subscription service, or on a pay‑per‑use 
basis. Recurring payment models are becoming increasingly 

popular in the software market. Subscription services ensure 
a continuous revenue stream for the developer while entitling 
the customer to the latest updates.[67] Pay‑per‑use minimizes 
the entry barrier for the customer, but also leads to an uncertain 
revenue stream for the developer.

The realized revenues depend strongly on the pricing 
strategy.  In cost‑based pricing, the costs of development and 
maintenance determine the price of the product,[68] which may 
result in a price below the customer’s willingness to pay.[69] In 
competition‑based pricing, the aim is to achieve the price of a 
competitor. Customer‑based pricing estimates the value that 
the product brings to the customer, such as the cost savings 
from faster analysis or the reimbursement paid for computer 
assistance.[69]

Key resources, activities, and partners
Key resources for creating an AI solution for pathology are a 
development team with experience in machine learning and 
professional software development, computing resources to 
develop software and train machine learning models, and 
perhaps most importantly, data. Since the quality of an AI 
solution highly depends on the quality and representativeness 
of the training data, a large number of tissue images and 
high‑quality annotations must be obtained from several 
laboratories.

Key activities include demonstrating clinical utility and 
robustness, establishing a distribution channel, and obtaining 
regulatory approval. If the value proposition focuses on 

Figure 3: Example business model canvas for a pathology artificial intelligence solution: It is recommended to construct the business model starting 
with the right side that focuses on the customer before addressing the left side that addresses the business itself.[54] This figure is based on the 
Strategyzer business model canvas,[55] licensed CC‑BY‑SA[56]
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quality improvement instead of cost reduction, establishing 
reimbursement options is also an important activity.

Key partners are pathologists who assist in identifying 
opportunities for computer support, who acquire tissue images 
and annotations, and who provide feedback on the usefulness 
of a solution. Other important partners are manufacturers of 
scanner devices or pathology software systems who integrate 
and distribute AI solutions as part of their software platforms.

Cost structure
The main cost factors in the development of AI solutions for 
pathology are personnel and the procurement of sufficient 
amounts of training and testing data. Other significant costs 
arise from office operations, computing resources, fees for 
consulting pathologists, and marketing. In technology‑driven 
business models, a large part of the value lies in the skills 
and knowledge of the employees. Hiring highly qualified 
employees is therefore often a higher priority than reducing 
personnel costs.[57] Furthermore, in the early stages of a new 
business, winning more customers and growing the business 
is often a higher priority than cutting costs, provided that 
financing allows for this.[60]

Iterative business models
A novel business model is based on many assumptions. To 
reduce the risk of failure, one should initially focus on the 
quick release of a minimum viable product (MVP).[70] An 
MVP contains only essential features necessary to win first 
customers. This makes it possible to receive early feedback 
and validate the assumptions of the business model.

The need to obtain regulatory approval makes it very costly to 
develop AI solutions for routine use. A cheaper way to test the 
utility of a new solution and detect potential shortcomings is 
to provide an analysis service from a central laboratory as an 
intermediate business model.[71] Other laboratories can send in 
physical tissue slides or digital tissue images and the central 
laboratory returns a report about the analysis results. The 
central laboratory model is already established for complex 
or proprietary immunohistochemical (IHC) tests that cannot 
be conducted at local laboratories.

The central laboratory model can be implemented by 
offering AI solutions as laboratory‑developed tests (LDTs). 
With some limitations, LDTs may use any hardware or 
software components without requiring them to be certified 
medical devices.[72] Instead, the laboratory as a whole must 
be accredited to work competently[73] and the test must be 
validated in‑house, which is usually less costly than the 
approval of a medical device. Once an AI solution has 
proven itself within the central laboratory model, the effort 
of certification as a medical device is worthwhile in order to 
reach a larger customer group.

regulatIon

In most countries, medical products may only be distributed 
with regulatory approval. From a regulatory point of view, 

AI solutions for pathology are in vitro diagnostic medical 
devices (IVDMDs), as they evaluate images of body fluids 
or tissue outside the body for diagnostic or therapeutic 
purposes.[74] We here describe different concepts relevant in 
the regulation of IVDMDs, focusing on the EU and the USA as 
two examples. In this context, we address specific challenges 
and current developments in the regulation of AI solutions.

Regulation basics
The approval process for medical devices varies between 
legislations and some countries have separate regulations 
for IVDMDs.[75,76] In the EU, IVDMDs were regulated by 
Directive 98/79/EC[77] until 2017. After a transition phase 
until May 26, 2022, IVDMDs will be regulated by Regulation 
2017/746.[78] General medical devices, which are not IVDMDs, 
are regulated separately.[79] In the USA, regulatory procedures 
for IVDMDs are defined in the Code of Federal Regulations, 
Title 21[80] and are the same as for other medical devices.[81]

Agencies handling the regulatory process of IVDMDs are 
structured differently in different legislations: they can be part 
of the ministry of health (e.g., in China and Israel), a specialized 
agency (e.g., the U. S. Food and Drug Administration [FDA]), or 
the task can be delegated further (e. g., EU, India or Japan).[75,76,82] 
One example for delegation are the Notified Bodies in the EU, 
which are independent organizations handling the actual 
approval process.[78] Manufacturers are free to choose with 
which Notified Body in their country they want to work.

Medical devices are commonly classified according to their 
risk for the patient. In the EU, AI solutions in pathology 
are considered class C devices (on a scale from A to D with 
increasing risk) according to Annex VIII, 2.3 of.[77] The FDA 
considers AI solutions in pathology class II medical devices 
(on a scale from I to III with increasing risk).[20,83]

Regulatory approval procedures
The approval of medical software usually requires compliance 
with quality standards in the development process and an 
assessment of the product [Figure 4].[75]

Some legislations have different pathways for approval 
depending on the novelty and the risk of the respective device. 

Figure 4: Overview of documents necessary for obtaining regulatory 
approval
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As an example, the FDA uses specific terminology for different 
types of what is generally denoted as regulatory approval.[84] 
High‑risk (class III) devices need to be “approved” by the 
FDA before entering the market in the USA, whereas class II 
devices are “cleared” after passing a less complex process.[85] 
In case of positive evaluation via the “de novo” pathway 
(see below), devices are “granted.”[86] In either case, the product 
may legally be marketed afterward (where “marketing” in the 
regulatory context denotes entering the market at one point 
in time, and pre‑/postmarket refers to what needs to be done 
beforehand/afterward).

Having established a QMS is one requirement for regulatory 
approval (e. g., Annex IX of[78] in the EU or Part 820 of[80] in the USA). 
This is commonly demonstrated by compliance with ISO 
13485[87] or similar national standards. Other relevant 
standards for AI solutions in pathology are ISO 14971[88] for 
risk management and IEC 62304[89] for software life cycle 
processes.

The assessment of a product requires generating and submitting 
extensive documentation:
• Technical documentation, a description of requirements, 

architecture, and test results;
• Performance evaluation, see below; and
• A plan for postmarket surveillance, proactive monitoring, 

and addressing incidences.

In the EU, these requirements are described in Annexes II, XIII, 
and III of[78] and need to be submitted for the specific product.

For a device to be cleared by the FDA in the USA, the 
manufacturer must demonstrate that the device is substantially 
equivalent to another device with FDA clearance or approval. 
The manufacturer must submit a 510(k) premarket notification 
submission to the FDA, who clears the device if equivalence is 
demonstrated.[85,90] Otherwise, the manufacturer must request 
a de novo classification[86] and demonstrate the safety and 
efficacy of the device.[91]

In the EU, the manufacturer may use the Conformité 
Européenne (CE) mark for the device after having successfully 
completed the approval process.[83] Other agencies (e.g., the FDA) 
offer a database of approved devices on their website.

Performance evaluation
In addition to the establishment of a QMS, the proper functional 
performance of the product is also assessed in regulatory 
procedures. As an example, the performance evaluation 
required in the EU has three aspects (Annex XIII of[78]):
• Scientif ic validity: showing that there is a valid 

association between software output and targeted clinical 
condition,[92]

• Analytical performance: showing that the software 
produces accurate and reliable output, e.g., by comparison 
to a reference approach for analysis, and

• Clinical performance: showing that the output meets the 
intended purpose in a clinical context and for the target 
population.[92]

The performance evaluation for FDA clearance is similar, and 
it may be less effort if equivalence to another product is shown.

The performance evaluation is generally conducted in three 
steps: (a) writing a plan for each part of the evaluation, 
(b) assessing the tool according to the plan, and (c) writing a 
report on the results. These tasks require extensive amounts of 
validation data to be acquired by the manufacturer.

Development of AI‑based solutions and the final products 
typically use third‑party components, e.g., machine 
learning libraries. Such components are off‑the‑shelf 
software (OTSS) and/or software of unknown/uncertain 
pedigree/provenance (SOUP) from a regulatory point of 
view.[93] The manufacturer of the AI‑based solution needs show 
that the OTSS or SOUP fulfills the requirements defined for 
the product at hand.

Scaling internationally
Requirements for national approval vary if a software has 
already been approved elsewhere. For instance, a CE mark or 
FDA clearance is sufficient for an IVDMD to enter the market 
in India and certain South American nations.[75] Other countries, 
such as Israel, only require some additional administrative 
steps.[75] In the USA, on the other hand, a completely new 
approval procedure is required, even if the devices were 
previously approved elsewhere.

Requirements for the QMS of the manufacturer may differ 
in details but are generally similar to those in the ISO 13485 
standard.[87] Similarly, parts of performance analyses can be 
re‑used even if details in the requirements differ between 
legislations. There are, however, initiatives to harmonize 
medical device regulation internationally.[75,94]

Regulation of artificial intelligence solutions
Image analysis software for digital pathology has been 
developed for many years and some current solutions are 
already AI‑based (e.g.[95]). However, AI‑based software 
still poses certain challenges for regulation, such as 
novelty for specific application, opaqueness of algorithms, 
representativeness of training data, and evolving algorithms.

Existing scientific literature on AI solutions for specific 
applications may be sparse to nonexistent or of uncertain 
quality.[96] This makes a critical assessment of the scientific 
state of the art, which is necessary in the context of performance 
evaluation, difficult.

Training and validation of AI algorithms require data 
sufficiently representative for the target applications to avoid 
bias.[6,96] Assessing whether data are representative, however, 
is subject to many assumptions. Moreover, algorithms must be 
robust with respect to small changes in datasets[96] and corrupt 
input data.[97]

The fact that AI algorithms adapt to new data makes them 
“uncharted territory for organizations that regulate medical 
devices.”[98] If only the manufacturer trains an algorithm and 
each new or re‑trained version remains static, the performance 
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evaluation can be carried out in advance, which is easier to 
handle in the regulatory approval process.[99] If, however, 
the algorithm is to be further trained by the user, it becomes 
dynamic after approval and a “moving target for regulators”.[96] 
Moreover, algorithms using AI (e.g., neural networks) usually 
act as “black boxes” lacking transparency and explainability 
how analysis results are obtained.[6,96]

Regulatory authorities like the FDA are currently in the 
process of establishing clear guidelines and procedures for 
AI‑based IVDMDs.[92,100] As a result, almost no AI solutions 
have been approved for in vitro diagnostics to date. In March 
2019, the FDA for the first time classified an AI solution for 
pathological cancer diagnostics as a “breakthrough device” 
to accelerate product development and regulatory review.[101] 
This solution for the detection of prostate cancer was also the 
first deep‑learning‑based solution to receive European IVD 
approval.[102]

Obtaining regulatory approval for IVDMDs is challenging 
already in one country, and even more so when scaling 
internationally. In addition, regulatory procedures for AI‑based 
IVDMDs are currently being updated. To cope with this 
complexity, it can be necessary to seek help from specialized 
consultants and legal experts.

reIMBurSeMent

The payer of diagnostic pathology services is either a 
health insurance entity or the patient. Pathologists claim 
reimbursement for their services from these payers. AI 
solutions for pathology cause investment, maintenance, and 
operating costs, e.g., for licensing, IT administration, or manual 
supervision. For AI solutions to be used in practice, it is thus 
essential that pathologists can be reimbursed for their costs.

Billing medical services is extremely complex. Reimbursement 
systems vary from country to country. Even within countries, 
the procedures and amounts of reimbursement often vary 
between health insurance entities, insurance plans, and between 
regions.[103] This section provides basic knowledge about 
reimbursement for AI solutions in pathology, using the USA 
and Germany as examples, to facilitate the establishment of 
reimbursement opportunities for newly developed products.

Fee schedules
Most people in the USA are enrolled in private health 
insurance.[104] In addition, there are public health insurance 
programs like Medicare and Medicaid covering elderly or 
low‑income people. In Germany, most people are enrolled in 
statutory health insurance funds. It is also possible to take out 
private health insurance with an insurance company.

Most reimbursement systems are based on a kind of fee 
schedule that lists the content and fees of the various medical 
services [Figure 5]. Diagnostic pathology services provided 
to Medicare patients in the USA are reimbursed according to 
the Medicare Physician Fee Schedule (MPFS).[105] The MPFS 
is often taken as the basis for the fee schedules of private 

health insurance plans and its rates are an upper limit on the 
fees reimbursed by Medicaid. The fees for clinical diagnostic 
laboratory tests are not listed in the MPFS but in the separate 
Clinical Laboratory Fee Schedule (CLFS).[106]

Germany has two basic medical fee schedules. The 
“Einheitlicher Bewertungsmaßstab” (EBM) schedule applies 
to services billed to statutory health insurers[107] and the 
“Gebührenordnung für Ärzte” (GOÄ) applies to billings to 
private health insurers.[108] The EBM only covers services 
deemed necessary and economical. Patients with statutory 
health insurance can obtain services not listed in the EBM on 
a self‑pay basis, which are then billed according to the GOÄ.

Most fee schedules in the USA use the Current Procedural 
Terminology (CPT) code system for identifying medical 
services.[109] Medicare or Medicaid use an extension to 
the CPT called Healthcare Common Procedure Coding 
System (HCPCS).[110] The EBM and GOÄ fee schedules in 
Germany use individual code systems for identifying services.

Reimbursement of novel procedures
In the USA, the CPT system and the MPFS are updated 
annually.[105] While the EBM in Germany is continuously being 
revised,[111] the GOÄ was last updated in 1996 and therefore 
does not consider the latest medical progress. The GOÄ, 
however, gives physicians the opportunity to value novel 
medical services not listed in the schedule “analogously,” 
i.e., according to a listed service that is equivalent in type, 
cost, and time (see,[108] § 6[2]).

The national associations of pathologists play a key role in 
introducing new procedures in the fee schedules. In the USA, 
the College of American Pathologists (CAP) administers the 
Pathology Coding Caucus, which makes recommendations 
about the inclusion of new procedures into the CPT.[105] 
Furthermore, the CAP advises on the fees for new diagnostic 
pathology services in the MPFS.[105] In Germany, the Federal 
Association of Pathologists maintains a dedicated fees 
commission,[112] which makes proposals for changes to the 

Figure 5: Fee schedules are negotiated between different stakeholders 
and determine reimbursement for diagnoses in digital pathology. This 
ultimately influences the revenues of ar tificial intelligence solution 
developers in digital pathology
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EBM or GOÄ and which publishes recommendations on the 
analog valuation of pathology services.[113]

For a new diagnostic procedure to become reimbursable, its 
clinical utility must be demonstrated.[114] The clinical utility of 
a procedure refers to its ability to improve patient outcomes, 
such as extensions of survival or reductions of morbidity. The 
clinical utility also refers to whether the benefits of a procedure 
are justified by its costs or effort. Diagnostic procedures can 
only indirectly improve patient outcomes by enabling better 
treatment decisions. Therefore, it can be helpful to develop 
a review framework to clarify the relationships between test 
results, clinical decisions, and patient outcomes.[115] The clinical 
utility of diagnostic procedures is typically demonstrated 
by comparison with existing tests.[114] In the USA, there is a 
program for the concurrent review of analytical and clinical 
performance for regulatory approval and clinical utility for 
Medicare coverage determination.[116]

Reimbursement for computer assistance
Most AI solutions in pathology offer some kind of computer 
assistance based on automated image analysis. None of the fee 
schedules in the USA or Germany contain general listings for 
computer assistance in pathology or, in particular, for the use of 
AI. However, as explained in the following three examples, it is 
already possible to obtain reimbursement for certain diagnostic 
procedures involving computer assistance. The additional 
valuation of computer assistance differs significantly between 
procedures, between countries, and often also over time.

Screening for cervical cancer
Many countries offer cytological screening services to women 
to detect cervical cancer early.[117] Computer assistance in the 
analysis of cytological samples can reduce screening errors 
and cause a significant increase in sensitivity.[118]

Cervical cancer screening tests in the USA are reimbursable 
under the CLFS. For conventional cytology, screening 
with computer assistance was valued US$ 16 higher than 
manual screening in 2020 (HCPCS G0148‑P3000). For 
liquid‑based cytology, which offers better sample quality, 
the use of computer assistance was valued US$ 6 higher 
(HCPCS G0145‑G0123).[106] Both examples refer to 
location‑guided screening, where the computer automatically 
identifies a certain number of points of interest which must 
then be reviewed manually. The German EBM and GOÄ do 
not distinguish between manual or computer‑assisted CC or 
LBC and therefore do not allow for additional reimbursement 
of computer assistance.[119]

DNA image cytometry
DNA image cytometry is sometimes used to identify or grade 
tumors based on irregularities in the DNA content of cells, e.g., 
as a supplement to Gleason grading in prostate cancer. With 
computer assistance, considerably more cells can be evaluated, 
making the analysis much more sensitive.[120]

While the MPFS in the USA does not contain a listing for 
DNA image cytometry, this is one of the few procedures 

with computer assistance that can be billed in Germany. 
Conventional DNA image cytometry without computer 
assistance can be billed according to the EBM code 19330 at 
€ 31.42.[107] Since 2015, the procedure with computer assistance 
can be billed to the patient on a self‑pay basis at a price of 
€ 193.74.[121] There is no dedicated code for the procedure, but 
it is valued analogously according to the GOÄ.[122]

Immunohistochemistry
IHC biomarkers measure the expression of proteins relevant 
in tumorigenesis (e.g., ER/PR, PD‑L1, Ki67, or HER2). They 
provide valuable information about the course of cancer or 
the likelihood of response to therapy.[123] Computer assistance 
enables the automatic quantification of protein expression and 
thus makes the analysis of IHC biomarkers more accurate and 
reproducible.[124]

In the USA, the evaluation of IHC biomarkers is reimbursable 
under the MPFS since 2004.[125] Manual or computer‑assisted 
assessment can be billed under CPT/HCPCS codes 
88360 or 88361, respectively. The additional fees for 
computer assistance have steadily decreased over the years. 
While the fees for both codes differed by US$ 31.74 in 2009, 
the difference in 2020 was only US$ 1.80.[106] The German fee 
schedules do not list any dedicated fees for the use of computer 
assistance in the evaluation of IHC biomarkers.

concluSIonS

As described in the previous sections, a multitude of challenges 
must be overcome for turning prototypes of AI solutions in 
pathology into profitable products. These challenges can best 
be tackled in cooperation.

Cooperation is crucial
It is important to involve pathologists from an early stage of 
development. To obtain sufficient quantities of training and 
test data, partnerships must be established with pathologists 
and incentives should be provided for them to provide 
image data and required annotations. It is essential to enter 
into such partnerships with multiple laboratories in order 
to obtain a sample of interlaboratory variability. In order to 
develop a successful product, it is indispensable to take the 
pathologists’ needs into account. Therefore, pathologists 
should be regularly provided with new prototypes and 
encouraged to test the prototypes extensively and provide 
systematic feedback. In view of the novelty and the high 
entry barrier to digital pathology, it is important to offer 
comprehensive support to pathologists, e.g., through user 
meetings and webinars.

Besides pathologists, it can be beneficial to collaborate 
with workstation manufacturers. The number of pathology 
laboratories working digitally is still small and there are 
no widely used distribution channels. By building strategic 
partnerships with workstation manufacturers who distribute 
AI solutions as part of their software, one can benefit from 
existing sales channels and customers.
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Solution developers should also get involved with pathology 
associations. Cooperation with the national professional 
associations of pathologists is essential to establish reimbursement 
opportunities for new diagnostic procedures. In recent years, 
several organizations were founded specifically for the 
advancement of digital pathology, such as the Digital Pathology 
Association,[126] the Alliance for Digital Pathology,[127] and the 
European Society for Digital and Integrative Pathology.[128] It 
can pay off to join these organizations in order to participate in 
shaping regulatory processes and technical standards.

Remaining challenges
There are further challenges in producing AI solutions that 
are beyond the scope of this paper. This concerns the many 
algorithmic challenges associated with AI development, which 
have already been addressed in numerous publications.[6‑10] 
Likewise, this concerns issues of usability and user experience.[129] 
From a business perspective, a major challenge is setting up 
a company and financing the initial phase while the business 
model is not yet profitable. There is also extensive literature 
on this subject, e.g., on applying for public funding[130,131] or 
participating in incubator or accelerator programs.

One of the biggest barriers to the use of AI in pathology 
remains the inadequate IT infrastructure in most pathology 
laboratories. Only few laboratories have digital slide scanners 
at their disposal. Existing pathology software, such as PLISs, 
is often years old and lacks support for modern software 
technologies to integrate AI solutions (like web‑based APIs or 
containerization).[132] For the use of AI in pathology to become 
widespread, laboratories must be equipped with state‑of‑the‑art 
digital pathology systems as standard.

Outlook
Besides products for clinical‑diagnostic purposes, which 
we focused on in this paper, AI solutions can also be turned 
into products for research purposes, e.g., to calculate tissue 
parameters for scientific studies. Research solutions have 
much lower requirements for product quality and robustness. 
Moreover, obtaining regulatory approval and reimbursement 
are irrelevant. Compared to the clinical market, however, the 
research market is much smaller.

Despite the challenges, there has never been a better time 
to bring AI solutions for pathology to market. Thanks to the 
latest AI technologies, automated image analysis has reached 
a level of robustness required for diagnostic use. Furthermore, 
digital pathology is finding its way into laboratory practice. 
Multiple vendors offer scanners and workstation software that 
are technologically mature and cleared for primary diagnosis. 
Finally, the potential of AI in pathology is widely recognized 
and multiple countries are funding initiatives to establish 
digitization and AI‑based diagnosis in pathology.[20,133‑135]
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