
 

 

Since January 2020 Elsevier has created a COVID-19 resource centre with 

free information in English and Mandarin on the novel coronavirus COVID-

19. The COVID-19 resource centre is hosted on Elsevier Connect, the 

company's public news and information website. 

 

Elsevier hereby grants permission to make all its COVID-19-related 

research that is available on the COVID-19 resource centre - including this 

research content - immediately available in PubMed Central and other 

publicly funded repositories, such as the WHO COVID database with rights 

for unrestricted research re-use and analyses in any form or by any means 

with acknowledgement of the original source. These permissions are 

granted for free by Elsevier for as long as the COVID-19 resource centre 

remains active. 

 



www.thelancet.com/digital-health   Vol 3   May 2021 e286

Articles

Lancet Digit Health 2021; 
3: e286–94

Published Online 
March 24, 2021 
https://doi.org/10.1016/
S2589-7500(21)00039-X

This online publication has 
been corrected. The corrected 
version first appeared at 
thelancet.com/digital-health 
on March 31, 2021

*Joint first authors

Department of Radiology 
(Z Jiao PhD, F Eweje BSc, 
R Wang BA, Y Fan PhD) and 
Department of Pathology and 
Laboratory Medicine 
(M Feldman MD, P J L Zhang MD), 
Perelman School of Medicine, 
University of Pennsylvania, 
Philadelphia, PA, USA; 
Department of Diagnostic 
Imaging (J W Choi BA, 
K Halsey BA, T M L Tran BS, 
B Hsieh MS, S A Collins AS, 
T Y Yi BS, T T Healey MD, 
M K Atalay MD, H X Bai MD) and 
Department of Pathology and 
Laboratory Medicine (S Lu MD), 
Rhode Island Hospital and 
Warren Alpert Medical School 
of Brown University, 
Providence, RI, USA; 
Department of Radiology 
(D Wang MD, J Wu MD, 
Prof W-H Liao MD) and 
Department of Neurology 
(L Yang PhD), Xiangya Hospital, 
Central South University, 
Changsha, China; Athinoula A 
Martinos Center for Biomedical 
Imaging, Department of 
Radiology, Massachusetts 
General Hospital, Boston, MA, 
USA (K Chang PhD); Department 
of Computer Science 
(A T Delworth) and Department 
of Biostatistics (T Liu PhD), 
Brown University, Providence, 
RI, USA; School of Computer 
Science and Engineering, 
Central South University, 
Changsha, China 
(Prof J Wang PhD); Carina 
Medical, Lexington, KY, USA 
(X Feng PhD)

Prognostication of patients with COVID-19 using artificial 
intelligence based on chest x-rays and clinical data: 
a retrospective study
Zhicheng Jiao*, Ji Whae Choi*, Kasey Halsey, Thi My Linh Tran, Ben Hsieh, Dongcui Wang, Feyisope Eweje, Robin Wang, Ken Chang, Jing Wu, 
Scott A Collins, Thomas Y Yi, Andrew T Delworth, Tao Liu, Terrance T Healey, Shaolei Lu, Jianxin Wang, Xue Feng, Michael K Atalay, Li Yang, 
Michael Feldman, Paul J L Zhang, Wei-Hua Liao, Yong Fan, Harrison X Bai

Summary
Background Chest x-ray is a relatively accessible, inexpensive, fast imaging modality that might be valuable in the 
prognostication of patients with COVID-19. We aimed to develop and evaluate an artificial intelligence system using 
chest x-rays and clinical data to predict disease severity and progression in patients with COVID-19.

Methods We did a retrospective study in multiple hospitals in the University of Pennsylvania Health System in Philadelphia, 
PA, USA, and Brown University affiliated hospitals in Providence, RI, USA. Patients who presented to a hospital in the 
University of Pennsylvania Health System via the emergency department, with a diagnosis of COVID-19 confirmed by 
RT-PCR and with an available chest x-ray from their initial presentation or admission, were retrospectively identified and 
randomly divided into training, validation, and test sets (7:1:2). Using the chest x-rays as input to an EfficientNet deep 
neural network and clinical data, models were trained to predict the binary outcome of disease severity (ie, critical or non-
critical). The deep-learning features extracted from the model and clinical data were used to build time-to-event models to 
predict the risk of disease progression. The models were externally tested on patients who presented to an independent 
multicentre institution, Brown University affiliated hospitals, and compared with severity scores provided by radiologists.

Findings 1834 patients who presented via the University of Pennsylvania Health System between March 9 and 
July 20, 2020, were identified and assigned to the model training (n=1285), validation (n=183), or testing (n=366) sets. 
475 patients who presented via the Brown University affiliated hospitals between March 1 and July 18, 2020, were 
identified for external testing of the models. When chest x-rays were added to clinical data for severity prediction, area 
under the receiver operating characteristic curve (ROC-AUC) increased from 0·821 (95% CI 0·796–0·828) to 0·846 
(0·815–0·852; p<0·0001) on internal testing and 0·731 (0·712–0·738) to 0·792 (0·780–0 ·803; p<0·0001) on external 
testing. When deep-learning features were added to clinical data for progression prediction, the concordance index 
(C-index) increased from 0·769 (0·755–0·786) to 0·805 (0·800–0·820; p<0·0001) on internal testing and 0·707 
(0·695–0·729) to 0·752 (0·739–0·764; p<0·0001) on external testing. The image and clinical data combined model 
had significantly better prognostic performance than combined severity scores and clinical data on internal testing 
(C-index 0·805 vs 0·781; p=0·0002) and external testing (C-index 0·752 vs 0·715; p<0·0001).

Interpretation In patients with COVID-19, artificial intelligence based on chest x-rays had better prognostic 
performance than clinical data or radiologist-derived severity scores. Using artificial intelligence, chest x-rays can 
augment clinical data in predicting the risk of progression to critical illness in patients with COVID-19.

Funding Brown University, Amazon Web Services Diagnostic Development Initiative, Radiological Society of 
North America, National Cancer Institute and National Institute of Biomedical Imaging and Bioengineering of the 
National Institutes of Health.

Copyright © 2021 The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY-NC-ND 
4.0 license.

Introduction
As of Feb 28, 2021, there were more than 113·4 million 
confirmed cases of COVID-19 worldwide, with daily 
increases in the number of new cases per day in the USA,1 
so it is imperative that health-care providers efficiently 
triage patients with COVID-19. An early prediction of 
disease severity could be helpful in allocating resources in 
a timely manner to patients who are severely ill or who 
will progress to require critical care.

This prognostication can be made possible with 
medical imaging. For example, chest CT could be used 
for early diagnosis and determination of prognosis in 
patients with COVID-19.2,3 Despite the high sensitivity 
and three-dimensional nature of CT, chest x-rays might 
be more useful in the COVID-19 pandemic due to their 
relative speed, low cost, portability, and accessibility, 
especially in low-resource settings, and with high patient 
volumes and critically ill patients whose transport for CT 

http://crossmark.crossref.org/dialog/?doi=10.1016/S2589-7500(21)00039-X&domain=pdf
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might be physically challenging.4 Chest x-rays have been 
shown to be efficacious in predicting the deterioration of 
patients with severe acute respiratory syndrome to 
critical status.5 In the context of COVID-19, chest x-rays 
have been analysed to predict the risk for hospital 
admission, length of hospitalisation, and risk of critical 
outcomes.6–8 However, there is a scarcity of studies that 
integrate artificial intelligence into chest x-ray analysis 
for time-to-event progression risk, demon strate the 
incremental value of chest x-rays on prediction model 
based on clinical data alone, and compare the efficacy of 
these models with radiologist-derived severity scores.6–9

Artificial intelligence using chest x-rays has been used 
to assist in diagnosis and prognosis for patients with 
COVID-19.9,10 By contrast, we aimed to implement a deep-
learning artificial intelligence model using initial chest 
x-rays and clinical data to predict disease severity and 
risk of progression to critical illness in patients with 
COVID-19. We also aimed to compare the performance 
of the artificial intelligence model to that of radiologist-
derived severity scores and clinical data.

Methods
Study design and participants
We did a retrospective study and identified patients with 
COVID-19 who presented to the emergency department 
of hospitals within the University of Pennsylvania Health 
System in Philadelphia, PA, USA, who we randomly 
assigned (7:1:2) to model training, validation, and internal 
testing sets, and patients who presented to Brown 
University affiliated hospitals in Providence, RI, USA, 
who were assigned to external testing (appendix p 2).

All patients included in the study presented to the 
hospital through the emergency department; from there 
they were either discharged or admitted to inpatient ser-
vices for further monitoring and investigations, or died. 
Another criterion for inclusion in the study was a 
confirmatory RT-PCR for COVID-19 in the emergency 
department. The RT-PCR (COVID-19 RT-PCR test; 
Laboratory Corporation of America, Burlington, NC, 
USA) results were extracted from their electronic medical 
records. For patients with more than one RT-PCR 
assay, the earliest positive result from the emergency 
department was used. In addition, during the same 
hospitalisation, patients were required to have had at least 
one chest x-ray in anteroposterior view done in the 
emergency department or inpatient services (if admitted). 
If they had multiple chest x-rays from the admission, 
then the x-ray from closest to the time of initial presen-
tation to the emergency department was downloaded 
from the hospital picture archiving and communications 
systems and included in the study.

The institutional review boards of all hospital 
institutions included in this study provided ethical 
approval. The requirement for written informed consent 
was waived. To avoid any potential breach of patient 
confidentiality, the data were deidentified and had no 
linkage to the researchers.

Procedures
For each patient, clinical data including age, sex, 
temperature, oxygen saturation on room air, white blood 
cell count, lymphocyte count, creatinine, C-reactive 
protein, and comorbidities such as cardiovascular dis ease, 

Research in context

Evidence before this study
We searched PubMed for articles published from database 
inception to Sept 1, 2020, with the search terms (“COVID-19” 
OR “coronavirus disease 2019”) AND (“artificial intelligence” 
OR “machine learning” OR “deep learning”) AND (“chest 
x-ray” OR “chest radiograph”), with no language restrictions, 
and found ten publications. Eight of ten studies used chest 
x-rays for COVID-19 diagnosis. Two of ten studies used chest 
x-rays to predict the severity of COVID-19 lung infection. This 
search indicated that there is a scarcity of studies related to 
artificial intelligence based on chest x-rays, especially for the 
prognostication of patients with COVID-19. To our knowledge, 
there are no published studies that predict the progression of 
patients with COVID-19 or the time until their deterioration 
using artificial intelligence based on chest x-rays.

Added value of this study
We used artificial intelligence based on chest x-rays to predict 
the severity of disease in patients with COVID-19 and their risk 
of disease progression during hospitalisation. The proposed 
model was trained and internally tested on a multicentre cohort 

of 1834 patients with COVID-19, who presented to hospital 
through the emergency department. The model was then 
externally tested on an independent cohort of 475 patients 
with COVID-19 who presented through a separate institution. 
The disease severity prediction has a binary outcome of critical 
or non-critical. A critical severity was defined as requiring 
ventilation or admission to the intensive care unit, or leading to 
death, during hospitalisation. The progression prediction has a 
time-to-event outcome, allowing clinicians to predict when the 
patient will deteriorate to a critical event. The model 
performance was evaluated and compared with manually 
derived severity scores by the radiologists.

Implications of all the available evidence
Efficient and effective prognostication of patients with 
COVID-19 is necessary for improved triaging of care and 
resources. Artificial intelligence has an auxiliary role in medicine 
to further improve the clinical workflow. Using the proposed 
artificial intelligence models, it might be possible to take 
advantage of readily available imaging data like chest x-rays to 
identify high-risk patients early and improve outcomes.

See Online for appendix
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hypertension, chronic obstructive pulmonary disease, 
diabetes, chronic liver disease, chronic kidney disease, 
cancer, and HIV status were collected.11,12 The vital signs 
and laboratory values were taken at the initial time of 
presentation. Additional information such as date and 
time of utilisation of mechanical ventilation, admission to 
the intensive care unit (ICU), and progres sion to death or 
discharge from the hospital were recorded. Disease 
outcome severity was defined as critical if the patient had 
any of the following outcomes: utilisation of mechanical 
ventilation, admission to the ICU, or death. If the patient 
did not have any of these critical outcomes, the disease 
severity was defined as non-critical. For patients with 
critical disease, the time to progression to a critical event 
was found by measuring the timeframe between their 
chest x-ray and their first critical outcome. For example, if 
the patient was on mechanical ventilation and later died, 
then their time to progression was defined as the time 
between their chest x-ray and mechanical ventilation.

The chest x-rays included in the study were indepen-
dently scored for disease severity by two radiologists 
with 3 years of experience, with the supervision of a 
senior radiologist (W-HL). Additional information on 
chest x-ray severity scoring is provided in the appendix 
(pp 4–5).

For the severity prediction model, the chest x-rays were 
first segmented by a deep-learning model using a trained 
U-Net architecture.13 A pretrained visual geometry group 
architecture (VGG-11) was used as a feature extractor. 
This was followed by five encoder blocks and five decoder 

blocks to learn the transformation from input images 
and the corres ponding binary masks. All images and 
masks were resized to 512 × 512 pixels size and 
normalised to the range 0–1 before being input to the 
segmentation U-Net. Negative log-likelihood loss was 
used to train network. Softmax operation was applied to 
model output. An Adam optimiser was used with a 
learning rate of 0·0005. Additional information on chest 
x-ray segmentation is provided in the appendix (pp 6–7).

An artificial intelligence model was built to predict 
the binary outcome of disease severity (critical or non-
critical). For the image-based prediction, chest x-rays 
were preprocessed by normalising them to the range 0–1. 
The images were rescaled to 512 × 512 pixels. The pro-
cessed images and their lung segmentations were used 
to generate masked images. The masked images were 
then combined with the feature-representation layers of 
the EfficientNet-B0 architecture pretrained on ImageNet14 
and four prediction layers.

For the clinical-data-based prediction, a model with 
dense layers (16, 32, and 2) was trained to distinguish 
critical disease from non-critical disease on the basis 
of 16 collected clinical variables. Lastly, the combined 
severity prediction model was derived from the weighted 
sum of the image-based and clinical-data-based prediction 
models (figure 1A). Additional infor mation on the severity 
prediction model is provided in the appendix (pp 8–9).

For the progression prediction model, time-to-event 
models were built to predict the risk of progression 
to first critical outcome in patients with COVID-19 

Figure 1: Illustration of our analysis pipeline
Severity prediction (A) and progression prediction (B).
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(figure 1B). For the image-based prediction, a series of 
256-dimensional deep-learning image features were 
extracted from dense layer (256) of the aforementioned 
severity prediction model, and for the clinical-data-based 
model the input features were the same 16 clinical 
variables. The features were input to a survival forest 
model to derive image-based risk scores. The weighted 
sum of the image-based and clinical-data-based risk 
scores acts as the combined progression risk for each 
patient. For comparison, the chest x-ray severity scores 

were regarded as the progression risk measure to 
calculate the corresponding time-to-event evaluation 
and used to predict progression risks of patients in 
combination with clinical data. Additional information 
on the progression prediction model is provided in the 
appendix (p 10).

Statistical analysis
Area under the receiver operating characteristic curve 
(ROC-AUC) was calculated for the binary disease 
classification of critical or non-critical. 95% CI were 
determined using the adjusted Wald method.15 The 
concordance index (C-index) for right-censored data was 
applied to evaluate the performance of progression 
prediction models16 by comparing the progression 
information (positive labels and progression days) with 
the ranks of predicted risk scores. The Kaplan-Meier 
method was used to further stratify patients into high-
risk and low-risk subgroups according to the median 
of progression risk scores.17 The stratification per for-
mance was evaluated using a log-rank test based on the 
predicted risk scores and critical progression infor-
mation of the stratified subgroups. The time-dependent 
ROC-AUC was calculated for the progression prediction 
model.18 The precision-recall curves and F-scores were 
used to evaluate the severity and progres sion prediction 
models.19 Different prediction models were compared 
using a binomial test to show differences in performance. 
A p value of less than 0·05 was considered significant.

The lung segmentation model and severity prediction 
model were implemented with PyTorch (version 1.3.0) 
and trained with NVIDIA Titan V graphics processing 
units (NVIDIA, Santa Clara, CA, USA). The image-based 
and clinical-data-based progression prediction models 
were implemented with scikit-learn (version 0.21.3). 
The C-index and ROC-AUC were calculated using 
the Python package of scikit-learn (version 0.21.3). The 
binomial test was calculated using the Python package of 
scipy (version 1.5.0). The Kaplan-Meier curve was calcu-
lated using the R package of survminer (version 0.4.8). 
The model files, model parameters, and codes of 
our segmentation, severity, and progression prediction 
models are publicly available on GitHub. It is recognised 
that the development of a highly effective artificial 
intel ligence model requires a multidisciplinary approach, 
so a web-based application of our severity prediction 
model is publicly available for use by other researchers 
and clinicians.

Role of the funding source
The funders of the study had no role in data collection, 
data analysis, data interpretation, or writing of the report.

Results
1834 patients who presented via the University of 
Pennsylvania Health System between March 9 and 
July 20, 2020, were identified and randomly divided 

Patients from University 
of Pennsylvania Health 
System (n=1834)

Patients from Brown 
University affiliated 
hospitals (n=475)

p value

Age, years ·· ·· <0·001

Median (IQR) 55 (31·0) 60 (26·5) ··

<20 28 (2%) 6 (1%) ··

20–39 493 (27%) 66 (14%) ··

40–59 539 (29%) 160 (34%) ··

60–79 577 (31%) 168 (35%) ··

 ≥80 197 (11%) 75 (16%) ··

Sex ·· ·· <0·001

Male 854 (47%) 278 (59%) ··

Female 980 (53%) 197 (41%) ··

Body temperature ·· ·· 0·92

Elevated (>37°C) 1186 (65%) 311 (65%) ··

Not elevated (≤37°C) 632 (34%) 164 (35%) ··

Oxygen saturation on room air ·· ·· <0·001

Not decreased (≥94%) 1505 (82%) 345 (73%) ··

Decreased (<94%) 283 (15%) 118 (25%) ··

White blood cell count ·· ·· 0·0010

Elevated (>11 × 10⁹/L) 240 (13%) 100 (21%) ··

Not elevated (≤11 × 10⁹/L) 1339 (73%) 363 (76%) ··

Lymphocyte count ·· ·· <0·001

Not decreased (≥1·0 × 10⁹/L) 914 (50%) 195 (41%) ··

Decreased (<1·0 × 0⁹/L) 650 (35%) 268 (56%) ··

Creatinine ·· ·· 0·0040

Elevated (≥1·27 mg/dL) 481 (26%) 113 (24%) ··

Not elevated (<1·27 mg/dL) 1062 (58%) 353 (74%) ··

C-reactive protein ·· ·· 0·16

Elevated (≥1·0 mg/dL) 425 (23%) 299 (63%) ··

Not elevated (<1·0 mg/dL) 41 (2%) 40 (8%) ··

Comorbidities ·· ·· ··

Cardiovascular disease 390 (21%) 124 (26%) 0·021

Hypertension 682 (37%) 201 (42%) <0·001

COPD 90 (5%) 32 (7%) 0·11

Diabetes 395 (22%) 114 (24%) 0·23

Chronic liver disease 50 (3%) 12 (3%) 0·82

Chronic kidney disease 215 (12%) 40 (8%) 0·043

Malignant tumour 92 (5%) 24 (5%) 0·96

HIV 27 (1%) 9 (2%) 0·50

COVID-19 disease severity ·· ·· 0·15

Critical 425 (23%) 125 (26%) ··

Non-critical 1409 (77%) 350 (74%) ··

(Table 1 continues on next page)

For model files, parameters, 
and code see https://github.

com/ZhichengJiao/COVID-19-
prognostic-model

For web-based application of 
our severity prediction model 
see http://brown-ai-radiology.

us-west-2.elasticbeanstalk.com/
severity/

https://github.com/ZhichengJiao/COVID-19-prognostic-model
http://brown-ai-radiology.us-west-2.elasticbeanstalk.com/severity/
http://brown-ai-radiology.us-west-2.elasticbeanstalk.com/severity/
https://github.com/ZhichengJiao/COVID-19-prognostic-model
https://github.com/ZhichengJiao/COVID-19-prognostic-model
https://github.com/ZhichengJiao/COVID-19-prognostic-model
http://brown-ai-radiology.us-west-2.elasticbeanstalk.com/severity/
http://brown-ai-radiology.us-west-2.elasticbeanstalk.com/severity/
http://brown-ai-radiology.us-west-2.elasticbeanstalk.com/severity/
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into model training (n=1285), validation (n=183), and 
testing (n=366) sets. The internal test set was strictly 
separated from the training and validation sets at the 
patient level to avoid data leakage. 475 patients who 
presented via the Brown University affiliated hospitals 
between March 1 and July 18, 2020, were identified for 
external testing of the models (table 1, appendix p 3).

Of the combined total of 2309 patients with a chest 
x-ray in anteroposterior view, 550 patients (24%) had a 
critical outcome. The median age of patients with critical 
outcomes was higher than that of patients with non-
critical outcomes (67 years vs 51 years; p<0·0001). The 
median time from chest x-ray to critical event was 
0·63 days (IQR 2·61). Additional information on the 
patient cohort is provided in the appendix (pp 11–16).

The image-based severity prediction model had an 
ROC-AUC of 0·803 (95% CI 0·773–0·817) and an 
F score of 0·792 (0·776–0·807) on the internal test set 
and an ROC-AUC of 0·753 (0·746–0·772) and an 
F score of 0·688 (0·676–707) on the external test set. 
The clinical-data-based severity prediction had an 
ROC-AUC of 0·821 (0·796–0·828) and an F score 
of 0·799 (0·785–0·815) on the internal test set and an 
ROC-AUC of 0·731 (0·712–0·738) and an F score of 
0·721 (0·708–0·737) on the external test set. When 
the image-based severity prediction was combined 
with clinical data, the ROC-AUC improved to 0·846 
(0·815–0·852) and the F score improved to 0·830 
(0·813–0·847) on the internal test set, and the 
ROC-AUC improved to 0·792 (0·780–0·803) and the 
F score improved to 0·792 (0·775–0·802) on the external 
test set (table 2). The combined severity prediction 
model had a significant improvement (p<0·0001) 
compared with the image-based prediction and clinical-
data-based prediction. Detailed evaluation of the 
severity prediction model performance is provided in 
the appendix (pp 17–20).

The image-based progression prediction model had a 
C-index of 0·737 (95% CI 0·713–0·773) and an F score 
of 0·790 (0·776–0·808) on the internal test set and a 
C-index of 0·721 (0·700–0·727) and an F score of 0·795 
(0·779–0·813) on the external test set. The clinical-data-
based progression prediction model had a C-index 
of 0·769 (0·755–0·786) and an F score of 0·811 
(0·803–0·836) on the internal test set and a C-index 
of 0·707 (0·695–0·729) and an F score of 0·769 
(0·756–0·780) on the external test set. When the deep-
learning features extracted from chest x-rays were 
combined with clinical data, the progression prediction 
model performance improved to a C-index of 0·805 
(0·800–0·820) and an F score of 0·843 (0·836–0·863) 
on the internal test set and a C-index of 0·752 
(0·739–0·764) and an F score of 0·805 (0·791–0·825) 
on the external test set. The combined progression 
prediction model had a significant improvement 
(p<0·0001) compared with the image-based prediction 
and clinical-data-based prediction (table 3).

Kaplan-Meier curves for risk stratification are shown 
in figure 2. As shown, the combined image-based and 
clinical-data-based model was discriminative in strati-
fying patients into high-risk and low-risk subgroups on 
both internal testing (p<0·0001) and external testing 
(p<0·0001). The time-dependent ROC-AUCs are shown 
in figure 3. Detailed evaluation of the progression predic-
tion model performance is provided in the appendix 
(pp 21–27).

The progression prediction model based on chest 
x-ray severity scores had a C-index of 0·696 (95% CI 
0·676–0·711) on the internal test set and a C-index of 
0·606 (0·584–0·627) on the external test set. On the 
subset of patients who had a severity score of 0, the 
model had a C-index of 0·821 (0·805–0·841) on internal 
testing and 0·824 (0·799–0·836) on external testing. 
Compared with combined chest x-ray severity score and 
clinical data, the combined model using deep-learning 
features extracted from chest x-rays and clinical data had 
significantly better performance on both internal testing 
(C-index 0·805 vs 0·781; p=0·0002) and external testing 
(C-index 0·752 vs 0·715; p<0·0001). The C-index values 
of the progression prediction models and their risk 
stratification performance are summarised in table 3.

Discussion
The prediction of disease severity and progression in 
patients with COVID-19 is important, as early inter-
vention has been shown to reduce mortality.20,21 Chest 
x-ray is a versatile imaging modality that has shown 
promise in aiding diagnosis and prognosis during the 
COVID-19 pandemic. However, the added value of 

Patients from University 
of Pennsylvania Health 
System (n=1834)

Patients from Brown 
University affiliated 
hospitals (n=475)

p value

(Continued from previous page)

Outcomes ·· ·· ··

Inpatient admission* 1082 (59%) 412 (87%) <0·0001

ICU admission 360 (20%) 92 (19%) 0·91

Mechanical ventilation 243 (13%) 70 (15%) 0·40

Death 138 (8%) 51 (11%) 0·022

Discharge 1690 (92%) 412 (87%) <0·0001

Progression from chest x-ray to 
critical event

·· ·· 0·11

Median time to progression, days 
(IQR)

0·61 (2·44) 0·76 (2·91) ··

Day 1 221 (12%) 62 (13%) ··

Day 2 51 (3%) 13 (3%) ··

Day 3 28 (2%) 11 (2%) ··

After day 3 87 (5%) 33 (7%) ··

Censored† 52 (3%) 6 (1%) ··

Data are n (%) unless otherwise stated. COPD=chronic obstructive pulmonary disease. ICU=intensive care unit. 
*Includes ICU admission. †Includes patients whose chest x-ray and clinical data were taken during or after a critical 
event.

Table 1: Patient characteristics
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ROC-AUC (95% CI) F score (95% CI) Sensitivity (95% CI) Specificity (95% CI) p value

Internal test set

Image-based model 0·803 
(0·773–0·817)

0·792 
(0·776–0·807)

0·671 
(0·660–0·696)

0·819 
(0·815–0·824)

<0·0001

Clinical-data-based model 0·821 
(0·796–0·828)

0·799 
(0·785–0·815)

0·683 
(0·669–0·709)

0·827 
(0·823–0·831)

<0·0001

Image and clinical data 
combined model

0·846 
(0·815–0·852)

0·830 
(0·813–0·847)

0·738 
(0·727–0·761)

0·853 
(0·850–0·856)

ref

Severity-score-based model 0·723 
(0·710–0·762)

0·752 
(0·719–0·781)

0·611 
(0·601–0·633)

0·777 
(0·769–0·790)

<0·0001

Severity score and clinical data 
combined model

0·837 
(0·820–0·849)

0·806 
(0·790–0·817)

0·724 
(0·712–0·739)

0·820 
(0·810–0·830)

0·067

External test set

Image-based model 0·753 
(0·746–0·772)

0·688 
(0·676–0·707)

0·662 
(0·639–0·676)

0·696 
(0·691–0·706)

<0·0001

Clinical-data-based model 0·731 
(0·712–0·738)

0·721 
(0·708–0·737)

0·632 
(0·609–0·641)

0·688 
(0·680–0·695)

<0·0001

Image and clinical data
combined model

0·792 
(0·780–0·803)

0·792 
(0·775–0·802)

0·728 
(0·711–0·739)

0·701 
(0·695–0·709)

ref

Severity-score-based model 0·655 
(0·617–0·685)

0·658 
(0·638–0·667)

0·621 
(0·609–0·632)

0·643 
(0·638–0·660)

<0·0001

Severity score and clinical data 
combined model

0·736 
(0·717–0·754)

0·690 
(0·674–0·703)

0·625 
(0·615–0·639)

0·687 
(0·679–0·702)

<0·0001

A larger ROC-AUC represents better severity prediction performance. The p value from binomial test measures the difference in performance between the image and clinical 
data combined model and other prediction models; a smaller p value represents greater likelihood of a difference between the combined model and other models. 
ROC-AUC=area under the receiver operating characteristic curve.

Table 2: Performance of severity prediction models

C-index 
(95% CI)

F score 
(95% CI)

Sensitivity 
(95% CI)

Specificity 
(95% CI)

Binomial 
p value*

Log-rank 
p value†

χ² 
(95% CI)†

Internal test set

Image-based model 0·737 
(0·713–0·773)

0·790 
(0·776–0·808)

0·696 
(0·664–0·718)

0·775 
(0·769–0·782)

<0·0001 <0·0001 17·33 
(13·73–22·02)

Clinical-data-based model 0·769 
(0·755–0·786)

0·811 
(0·803–0·836)

0·656 
(0·631–0·674)

0·811 
(0·801–0·817)

<0·0001 <0·0001 31·77 
(24·58–36·56)

Image and clinical data
combined model

0·805 
(0·800–0·820)

0·843 
(0·836–0·863)

0·720 
(0·700–0·749)

0·845 
(0·840–0·850)

ref <0·0001 26·51 
(21·65–33·56)

Severity-score–based 
model

0·696 
(0·676–0·711)

0·761 
(0·752–0·775)

0·656 
(0·635–0·669)

0·743 
(0·736–0·752)

<0·0001 <0·0001 18·15 
(9·45–23·70)

Severity score and clinical 
data combined model

0·781 
(0·755–0·787)

0·805 
(0·798–0·832)

0·678 
(0·666–0·700)

0·798 
(0·793–0·807)

0·0002 <0·0001 42·23 
(33·63–49·59)

External test set

Image-based model 0·721 
(0·700–0·727)

0·795 
(0·779–0·813)

0·633 
(0·606–0·662)

0·791 
(0·788–0·796)

<0·0001 <0·0001 39·17 
(28·62–48·58)

Clinical-data-based model 0·707 
(0·695–0·729)

0·769 
(0·756–0·780)

0·602 
(0·583–0·621)

0·753 
(0·751–0·762)

<0·0001 <0·0001 31·72 
(26·41–42·94)

Image and clinical data 
combined model

0·752 
(0·739–0·764)

0·805 
(0·791–0·825)

0·667 
(0·643–0·698)

0·798 
(0·791–0·803)

ref <0·0001 52·04 
(46·50–66·14)

Severity-score–based 
model

0·606 
(0·584–0·627)

0·720 
(0·704–0·733)

0·528 
(0·512–0·541)

0·695 
(0·686–0·701)

<0·0001 <0·0001 11·65 
(6·84–15·43)

Severity score and clinical 
data combined model

0·715 
(0·704–0·721)

0·778 
(0·757–0·795

0·667 
(0·649–0·677)

0·759 
(0·756–0·765)

<0·0001 <0·0001 37·62 
(26·68–46·95)

C-index for right-censored data measures the model performance by comparing the progression information (critical labels and progression days) with predicted risk scores; 
a larger C-index correlates with better progression prediction performance. C-index=concordance index. *Measures the difference in performance between the image and 
clinical data combined model and other prediction models; a smaller p value represents greater likelihood of a difference between the combined model and other models. 
†Shows a comparison of stratification performance of different models; a smaller p value and larger χ² correlate with better risk stratification performance.

Table 3: Performance of progression prediction models
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chest x-rays to clinical data in disease prognostication 
needs further evaluation. In this study, an artificial 
intelligence model based on the initial chest x-ray and 
clinical data of patients with COVID-19 who presented 
to the emergency department was implemented and 
shown to incrementally improve the prognostic ability 
of clinical variables. Furthermore, the artificial intel-
ligence model, using deep-learning features extracted 
from chest x-rays, performed significantly better in 
prognostication as compared with radiologist-derived 
severity scores.

Medical imaging and clinical data could have great 
utility in prognostication of patients with COVID-19. 
For example, a previous study developed an automated 
system to predict if patients with COVID-19 would die or 
require mechanical ventilation using radiomics features 
from CT scans, data on six clinical variables (age, sex, 
high blood pressure, diabetes, lymphocyte count, and 
C-reactive protein level), and two image indexes (disease 
extent and fat ratio).22 Similarly, in our study we explored 
the value of medical imaging in combination with clinical 
data, but chest x-rays and data on 16 clinical variables 
were utilised for a binary severity prediction (critical vs 
non-critical) and a time to critical event model. Knowing 
which patients will progress to a critical level and the 
timespan from a patient’s first chest x-ray to a critical 
event will permit health-care providers to appropriately 
triage and manage these patients while optimising the 
use of resources.

This study has several differences compared with 
previous studies. Earlier literature in this area utilised a 
small cohort and focused on diagnostics or binary 
outcomes for severity prediction, which do not take into 
account the time of progression to a critical event.5,6,8,10,23,24 

By contrast, our study shows the incremental value of 
artificial intelligence based on chest x-rays in improving 
the utility of clinical variables for predicting progression 
to a critical event from the time the chest x-ray was 

Figure 2: Kaplan-Meier curves for progression risk prediction
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Figure 3: Time-dependent ROC-AUCs of progression prediction
Time-dependent ROC-AUCs on internal testing (A) and external testing (B). ROC-AUC=area under the receiver 
operating characteristic curve.
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done. One of the largest previous studies on the relation 
of clinical variables to COVID-19 severity found chest 
x-ray abnormality as an independent predictor of 
progression to severe disease in a multicentre cohort 
of 1590 patients, but did not discuss the added value of 
chest x-ray to clinical variables in making this 
prediction, nor did it discuss time to development of 
severe disease.11 By contrast with a previous artificial 
intelligence study, which utilised quantitative lung 
lesion features from chest CT scans of 442 patients with 
COVID-19 to deter mine prognosis from the time of 
admission,25 the model in our study extracted deep-
learning features from chest x-rays and measured the 
time interval from chest x-ray to critical event in 
building the time to event model, rather than from time 
of admission. Another relevant chest x-ray study that 
integrated artificial intelligence into severity prediction 
only included 314 patients and found a correlation 
between high severity score and risk of critical outcome 
within 3 days, but did not take into account time to 
development of critical outcome or utilise clinical 
variables for its prediction model.9 Chest x-ray severity 
scores are powerful tools that have been shown to have 
value in predicting the risk of hospitalisation, ICU 
admission, or intubation in patients with COVID-19,6–8 
but they have limitations such as intrarater and inter-
rater variability, and inability to capture all the 
information contained within the image. Our study is 
unique and clinically relevant because it shows 
COVID-19 severity and specific time-to-critical-event 
windows can be predicted using clinical variables, 
and that using deep-learning features extracted from 
chest x-rays can incrementally increase the strength of 
those predictions and outperform the prediction by 
radiologist-derived severity scores.

This study has several limitations. First, the artificial 
intelligence model showed decreased performance on 
the external testing set relative to the internal testing 
set, indicating that generalisation might not be possible. 
This finding could have been due to several factors, 
including heterogeneous data and image acquisition 
between the different hos pital systems. Although a 
lower performance on external testing is a common 
finding in deep-learning studies using multi-
institutional data,26,27 including our study, the addition of 
chest x-rays to clinical data improved the artificial 
performance on both internal and external testing. 
Second, several patients had a timeframe of less than 
1 day for progression to a critical event from the time of 
their initial chest x-ray. The clinicians might have 
known or anticipated the clinical deterioration when 
they requested the chest x-ray. However, the distribution 
of time for these patients is widespread, as shown in the 
appendix (p 16), with the largest number of patients 
having a timeframe of 4 h, suggesting that the effect 
of this potential bias on the time-to-event analysis is 
likely to be minimal. Third, the disease severity and 

progression of patients were determined by critical 
events that occurred during the hospitalisation via the 
emergency department. This patient inclusion and 
exclusion criteria could have contributed to selection 
bias because it does not include any patients who 
presented to the outpatient services, or patients who 
had a critical event during another hospitalisation 
after their discharge from the emergency department. 
Fourth, although this study had a large number of 
patients from two separate hospital systems, the sample 
size is still smaller than for artificial intelligence models 
trained on ImageNet.28 Further improvements in model 
performance can be achieved with a larger cohort size, 
along with further validation and refinement by other 
researchers using our publicly available model files 
and codes. In addition to addressing these limitations, 
future studies could benefit from an end-to-end deep-
learning model that simultaneously addresses severity 
and progression predictions, and from an incorporation 
of serial chest x-rays taken at different timepoints 
during a hospitalisation, to further improve the model 
performance.

In conclusion, artificial intelligence based on chest 
x-rays augmented the performance of clinical data in 
predicting risk of progression to critical illness in patients 
with COVID-19 who presented to hospital through the 
emergency department, and outperformed radiologist-
derived severity scores. Using this approach, it might 
be possible to take advantage of this readily available 
imaging data to identify high-risk patients early and 
improve outcomes.
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