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Threats and opportunities of using ChatGPT in scientific
writing—The risk of getting spineless
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Since the end of 2022, ChatGPT (OpenAI, San Francisco, CA, USA)

and other chatbots have become increasingly popular worldwide for

their incredible capacity to synthesize a vast body of information

and express it in an outstandingly comprehensible way.1 Consider-

ing these features, the use of ChatGPT has been quickly implemen-

ted in several fields of education and research, including data

analysis and interpretation, production of digital content, and scien-

tific writing.2

Briefly, ChatGPT is an artificial intelligence (AI)-based large lan-

guage model (LLM) platform developed with a technique called Rein-

forcement Learning from Human Feedback.3 Basically, the software

has been (and is continuously) trained with several text datasets to

learn how to generate conversational, human-like responses, which

fall under the Natural Language Processing (NLP) domain of AI.4 As a

result, the user can literally ask whatever question—ranging from sim-

ple queries to detailed investigations—and receive an answer in a mat-

ter of seconds. What is more intriguing is the possibility to further

tune and adjust the response, for example, in terms of length, linguis-

tic register, text composition, and so forth. Needless to say, such char-

acteristics have been increasingly used by researchers in several

different ways which have been shown to potentially revolutionize

clinical practice and scientific research. For example, ChatGPT has

been able to effectively generate a patient discharge summary, sim-

plify and implement a radiology report, identify potential targets for

drug design, and even pass a medical licensing exam.2

Intuitively, the capacity of ChatGPT to search and summarize a

large amount of data in a few seconds makes it a very efficient author.

A rising number of editorials and letters to editors from eminent jour-

nals, such as Nature5 and Science,3 have pointed out the inherent risks

concerning the applications of ChatGPT in medical writing. These

include not only the act of misappropriating original content from an

external source other than the author (which can be assimilated to

plagiarism) but also relying on the correctness of reported data, often

without verifying its truthfulness. Indeed, previous reports have

already demonstrated that ChatGPT may reference inaccurate or even

inexistent citations.2 For example, when the authors asked ChatGPT

to provide references on the cell density within the nucleus pulposus,

the chatbot provided five different citations of which the first two

were correct, while the rest included DOIs redirecting to other

articles, fictitious titles, and/or wrong authors (Figure 1; the full con-

versation can be accessed here: https://chat.openai.com/share/

6fb8952a-31fb-4432-8d6a-159e0cbdcb8b).

Interestingly, despite the fictional nature of the fake refer-

ences, all the authors mentioned are renowned experts in the inter-

vertebral disc field with a strong publication track on similar topics.

This demonstrates how ChatGPT may easily generate incorrect

information which can be inadvertently reported, resulting in the

propagation of inaccuracies as well as trivial circumstances.6 In a

recent study by Walters et al.,7 the authors asked ChatGPT to gen-

erate 42 short essays on several different topics and provide
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citations, using both the free access GPT-3.5 version and the pre-

mium subscription GPT-4 version. Among the 636 references gen-

erated, 55% (GPT-3.5) and 18% (GPT-4) were completely

fabricated, meaning they had never been published, presented, or

otherwise disseminated. When considering the real citations, 43%

(GPT-3.5) and <7% (GPT-4) contained substantial errors in author

names, titles, dates, journal titles, volume/issue/page numbers,

publishers, or hyperlinks. Nonetheless, >40% of the references gen-

erated by both versions of the chatbot included minor formatting

errors. Despite the higher performance of GPT-4, it is likely that

most researchers utilize the free GPT-3.5 version, thus incurring an

unacceptably high risk of generating misinformation. However,

when balancing the advantages of producing such a large output in

a matter of seconds against the risk of inaccurate citation reporting,

the additional time needed for data validation and correction may

still be worth the use of these tools.8

Due to serious threats to the integrity of scientific literature, the

World Association of Medical Editors has recently released specific

recommendations on the use of chatbots in scholarly publications.9

More specifically, it is stated that chatbots cannot be listed as authors,

their use should be clearly stated in the acknowledgments of the man-

uscript, and that content generated or altered by AI should be actively

inspected by editors and peer reviewers after submission. Some emi-

nent journals have even prohibited the use of any AI-generated text

or content in their published manuscripts altogether.10 Indeed, the

concerns around the use of AI-based chatbots in research are multi-

faceted and can be imputed to several factors.

ChatGPT, and arguably most of the intelligent systems based on

machine learning algorithms, suffer from what is referred to as the

“black box problem.” With this expression, experts usually refer to

the intrinsic phenomenon of the inexplicability of the outputs of

any given intelligent system. Developers and users are basically

unable to explain and justify how a system came to a given result.

The problematic aspect of this peculiarity is that it can cause numer-

ous issues. One of the major problems regarding scientific literature

is plagiarism. As discussed above, ChatGPT can attribute contents

to the wrong authors or even fabricate both the content and the

author, through a collage of data and information which is practi-

cally impossible to predict or manage. This issue is aggravated by

the bias in which the system can incur, due to the incorrectness or

trustworthiness of the training data.11 By definition, ChatGPT is

intended for the average user and employs a natural, colloquial lan-

guage to answer common questions. Therefore, the risk of inaccura-

cies is substantially higher in specialized and technical contexts,

considering that the main task of the chatbot is not to provide a cor-

rect answer in absolute terms, but the one the user expects to be

plausible based on the composition and tone of the query.12 None-

theless, while the volume of scientific publications increases steadily

on a daily basis, creating new knowledge and/or revising preexisting

concepts, ChatGPT has a default knowledge cut-off set in

September 2021, meaning that the chatbot does not have access to

real-time information beyond that date.13 Consequently, injudi-

ciously relying on ChatGPT's outputs may generate misinformation

and encourage confirmation bias.

In other conditions, inaccurate answers may not depend on the

chatbot's limited knowledge or fabricated outputs, but rather on

inherent limitations of the AI model itself. These may lead to compre-

hension errors (failure to understand the query context and intention),

factualness errors (the model lacks the necessary supporting facts to

generate a correct answer), specificity errors (failure to address the

question at the appropriate level of specificity), and inference errors

(the chatbot has the necessary knowledge to answer the query, but

fails to produce the correct answer).14 Interestingly, these errors often

occur when the user formulates laconic, unspecific, or poorly

F IGURE 1 Response of ChatGPT
after asking for references related to cell
density in the nucleus pulposus. While
citations number 1 and 2 were correct,
the remaining three contained fictitious
authors' lists, titles, and/or DOI. For the
full conservation access: https://chat.
openai.com/share/6fb8952a-31fb-4432-
8d6a-159e0cbdcb8b.
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contextualized questions. According to a recent study, the truthful-

ness of the model can be improved by providing exhaustive back-

ground information, specific external knowledge, and decomposing

complex problems into subproblems.14

Therefore, the authors strongly urge members of the

spine research community to exercise utmost vigilance when

utilizing ChatGPT and similar AI chatbots for research and writing

purposes.

1 | SUGGESTION FOR THE JOR SPINE

As members of the JOR Spine editorial and scientific advisory team,

we acknowledge the potential advantages of utilizing ChatGPT and

similar AI chatbots as valuable tools to support the research process.

However, it is crucial to exercise caution and prudence when

employing these technologies. We would strongly suggest that

papers written (solely) by ChatGPT should not be accepted for publi-

cation in our journal nor should AI chatbots be included as an author.

Furthermore, any data or references derived from such chatbots

should only be included in manuscripts if they have been duly vali-

dated and properly referenced. Our journal might want to consider

requesting authors to confirm that their manuscript did not employ

AI chatbots for data or text generation, as part of the manuscript

submission process. Nevertheless, we do encourage the use of

ChatGPT as an assistant to aid in manuscript writing, particularly for

tasks such as spelling, style, and grammar checks. We firmly believe

that ChatGPT can serve as a valuable tool to facilitate and promote

accessibility and equality in publishing, particularly for individuals

from non-native English-speaking countries. Nevertheless, it is

imperative to ensure that the meaning and statements generated by

ChatGPT are carefully validated and checked prior to any manuscript

submission. With this perspective, we hope to start a discussion in

our community on how to deal with these upcoming technologies.

We are hopeful that the ORS Spine community can design clear

guidelines and expectations with regard to these next-generation

technologies to safeguard the transparency, accuracy, and value of

science in our field.
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