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ABSTRACT

Translational research aims at reducing the gap between the results of studies focused on diagnosis, prognosis and therapy,
and every day clinical practice. Prognosis is an essential component of clinical medicine. It aims at estimating the risk of
adverse health outcomes in individuals, conditional to their clinical and non-clinical characteristics. There are three
fundamental steps in prognostic research: development studies, in which the researcher identifies predictors, assigns the
weights to each predictor, and assesses the model’s accuracy through calibration, discrimination and risk reclassification;
validation studies, in which investigators test the model’s accuracy in an independent cohort of individuals; and impact
studies, in which researchers evaluate whether the use of a prognostic model by clinicians improves their decision-making
and patient outcome. This article aims at clarifying how to reduce the disconnection between the promises of prognostic
research and the delivery of better individual health.
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INTRODUCTION

Medicine consists of diagnosis, prognosis, therapy and preven-
tion. Thus, prognosis is a core element of clinical medicine.
Prognosis aims at estimating the risk of health outcomes in var-
ious settings and diseases by investigating the association be-
tween risk factors (i.e. variables causally related to the
occurrence of a given event) and biomarkers (i.e. predictors
assessed at a given time point) with future clinical events in a
certain population. The final aim of prognostic research is that

of identifying patients at relatively high risk of a given event by
setting a proper scenario for improving health outcomes.
Prognosticating outcomes is not synonymous with explaining
their cause, this latter being a paradigm of exclusive pertinence
to aetiological research.

As the world population grows, so does the number of indi-
viduals affected by disease, which makes prediction of future
events fundamental for tailoring the clinical surveillance in a
specific patient category in order to obtain better outcomes.
Prognostic research is integral to the clinical decision process
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in healthcare. However, a large gap still exists between the
potential of prognostic research and the actual impact that this
research makes in the real world of clinical medicine.

Prognostic research demands: (i) the definition of popula-
tions, expected health outcomes for a given condition in a given
country or world area in a certain period; (ii) the identification
of candidate risk factors and biomarkers; (iii) the development
and validation of risk prediction models; and (iv) the application
of prognostic information for treatment decisions at individual
level (personalized care) or for clusters of patients characterized
by shared clinical characteristics or risk factors (stratification)
(Figure 1).

PROGNOSIS RESEARCH: THE BASICS

The scope of predictive modelling is to identify the likelihood of
future events, and such a modelling is typically used in meteo-
rology to predict the weather. This is a multivariate procedure
based on a set of climate variables like barometric pressure,
clouds, winds, temperature, time of the year and other varia-
bles. From these variables, weather forecasters make reason-
ably accurate predictions at local level, i.e. in a given city or in a
given region. By the same token, predictive models in medicine
are developed to predict clinical outcomes [e.g. death, cardio-
vascular (CV) or renal events] in patients with a given disease.
Predictive models are also used in screening programmes to
identify individuals at high risk for various conditions such as
cardiac ischaemia or neoplasia or chronic kidney disease (CKD).

Causal modelling is a cornerstone in epidemiology for iden-
tifying causal risk factors. In contrast, predictive modelling just
aims at predicting future events by considering variables inde-
pendently of their link (causal or non-causal) with outcomes.
Prediction and explanation are often erroneously conflated con-
cepts because both encompass the term ‘risk factor’. Regression
analysis, e.g. Cox’s regression, is applied both for causal infer-
ence and prediction. However, there are some important differ-
ences in how these techniques are used in these applications.
For example, in causal research omission of confounding varia-
bles may produce biased estimates of the regression coefficients
and therefore invalidate the models. Known variables that both
affect the outcome variable and the risk factor to be studied
(confounders) are crucial to adjust for in causal modelling.
Omission of such variables can lead to erroneous causal conclu-
sions. In contrast, for predictive modelling omitting one or more
variables is not a problem as long as these variables are not crit-
ical to optimize predictions. In other words, predictive models
optimize predictions by combining available variables. In this
respect, as long as they may serve to improve data fitting, inter-
actions can be included to improve the models. However, these

interactions per se have no meaning or implication. Another dif-
ference between causal and predictive models is the fact that
the explained variance of the outcome variable (R2) is of utmost
importance in predictive studies but not for studies on causal
inference. In simple terms, in these models, the standard error
of the prediction, a metric related to the R2, is crucial in predic-
tive research. The higher the R2, the better the predictive model.
In contrast, the R2 may not be important in causal research.
Indeed, a low R2 may be compensated by a large sample size.

As remarked, risk prediction models do not necessarily
include causal risk factors and may include costless and easy to
capture variables like the condition of widower in a survival
model in the elderly. In general, these models are based on sta-
tistical criteria that maximize the fit of the data to the outcome.
This can be done by stepwise selection of variables, and increas-
ingly so in recent times, by machine learning methods. Several
‘risk factors’ are used to obtain a model that efficiently fits the
data and that explains the greatest possible proportion of vari-
ance in the outcome of interest. Once developed, prognostic
models need to be externally validated in populations similar to
the one where they were developed. Indeed, these models are
typically population-specific and almost always they do not
perform well in other populations [1–2].

PROGNOSTIC FACTORS RESEARCH

Prognostic factors, by definition, are measures able to predict
the occurrence of particular outcomes in individuals. Blood
pressure and albuminuria predict CV endpoints in the general
population and even more in CKD individuals [3]; CKD itself [re-
duced estimated glomerular filtration rate (eGFR)] is a prognos-
tic biomarker for CV events in virtually all clinical settings [4].
However, with the notable exception of age, single risk factors
on their own explain just a limited proportion of the variance of
future clinical events. This is true for all risk factors mentioned
above, as well as for serum cholesterol and diabetes. Only if
properly combined into multivariate models do these risk fac-
tors efficiently predict clinical outcomes. Framingham risk fac-
tors, when combined, explain over 70% of the variance of
incident coronary heart disease but are per se weak predictors
when used individually [5].

Prognosis might be used to guide prevention. For example,
since the relationship between low density lipoprotein (LDL)
cholesterol and the risk of cardiac ischaemia is linear, the clini-
cal decision to reduce lipids is not based on the diagnosis of
hyperlipidaemia (LDL cholesterol >160 mg/dL) but rather on the
absolute risk of the condition. Thus, in individuals who have
suffered from myocardial infarction (MI) and who are at high
risk for a second episode of the same event, a lipid-lowering
drug is recommended, independently of the presence of hyper-
lipidaemia, to reach LDL levels of <70 mg/dL, which is a very
low level of LDL cholesterol, about the 5th percentile of the dis-
tribution of this biomarker in the general population. However,
we should be clear that strictly speaking the knowledge we
have that taking statins lowers the actual risk of a second MI
originates from well-designed aetiological studies, and espe-
cially from successful randomized controlled trials, and not
from the fact that cholesterol levels were included in a predic-
tion models for MI.

Beyond the application of risk prediction at individual level,
prognostic research allows the comparison of prognosis of dis-
eases across countries, and such a comparison is useful to have
an insight into the effectiveness of cares by various health sys-
tems on the same diseases. In 2014, Sheng-Chia Chung et al. [6]
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prognostic research
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expected health outcomes for a given 
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area in a certain period

Identification of candidate
risk factors and biomarkers
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of risk prediction models

Application of prognostic information 
for treatment decisions at individual 
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clinical characteristics or risk factors 
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FIGURE 1: Key elements to adequately address a prognostic research.
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compared mortality at 30 days post-MI in 119786 patients in
Sweden and 391077 in the UK. These two countries were specifi-
cally selected because they have similar health systems and in-
vest similar financial resources for acute MI. This comparison
showed much higher unadjusted mortality in the UK [10.5%;
95% confidence interval (CI) 10.4–10.6] than in Sweden (7.6%;
7.4–7.7), and the UK to Sweden standardized mortality ratio was
1.37 (1.30–1.45). This important inter-country difference in out-
comes post-MI was attributed by these authors to the fact that
diffusion of evidence-based changes to practice and new tech-
nologies is quicker in Sweden. Thus, variables like health sys-
tem organization, identified by the corresponding country,
which are not prognostic on their own when applied at country
level may become quite strong predictors in multivariate mod-
els including patients with the same condition across countries.

Multiple prognostic factors may be combined in a prognostic
model with in an attempt to optimize individual risk prediction
[7] (see next section). For instance, the Framingham risk score in
the USA (developed in Framingham study participants who
attended a routine examination between 30 and 74 years of age
and were free from CV diseases) [8], the Systematic COronary
Risk Evaluation (SCORE) in Europe [developed in people without
overt CV disease, diabetes (Types 1 and 2), CKD, familial hyper-
cholesterolaemia or very high levels of individual risk factors]
[9] and the Global Registry of Acute Coronary Events (GRACE)
[10] risk score (developed in patients hospitalized with acute
coronary syndromes) are widely adopted for predicting CV out-
comes in the general population and in hospitalized coronary
patients, respectively. A renal risk score (based on eGFR, age,
urinary albumin excretion, systolic blood pressure (BP), C-reac-
tive protein and known hypertension) was developed to identify
individuals at increased risk for developing progressive CKD
[11]. The Malnutrition-Inflammation Score (MIS), which com-
bines information from the nutritional status and the inflam-
matory response, predicts death and poor outcomes in CKD and
in dialysis patients [12]. In almost all cases, prognostic factors
are biomarkers, i.e. biological, anthropometric, imaging or phys-
iological variables that can be measured in routine clinical prac-
tice. Nephrologists are familiar with serum creatinine,
proteinuria and/or albuminuria. Other biomarkers like body
mass index and waist-to-hip ratio in obesity or NMR estimates
of renal volume in autosomal dominant polycystic kidney dis-
ease (ADPKD) also qualify as prognostic factors because they are
useful for risk stratification in these conditions. On the other
hand, social status, income, healthcare access, environmental
factors and geography are predictive factors of paramount rele-
vance in that these factors explain the variability in health out-
comes even more than physiological or pathophysiological
parameters. Lower socio-economic status predicts incident CKD
and progression of CKD to end-stage kidney disease and poor
health outcomes [13]; the geographical area of origin predicts
access to dialysis resources and transplantation [14]. Needless
to say, socio-economic variables have per se no direct causal
link with health conditions. However, they capture the risk as-
sociated with low economic status, like poor nutrition and hy-
gienic conditions, and exposure to unhealthy environments.

In certain pathological conditions, there might be poor or in-
sufficient knowledge on the biological mechanisms underlying
the evolution of the disease and, consequently, few or no clues
for deciding the set of biomarkers to include in predictive mod-
els. Studies dealing with such conditions usually blindly screen
a wide series of factors (e.g. genetic polymorphisms or psycho-
social factors), some of them unsuspected or without biological
plausibility, and test their possible association with the

outcome. This so-called ‘biology agnostic’ approach is being ex-
tensively adopted in prognostic research in nephrology, mostly
after the advent of ‘omic’ techniques, such as genomics (DNA),
transcriptomics (RNA), proteomics (proteins) or metabolomics
(metabolites).

Once potential prognostic factors are identified in one study,
early replication in multiple independent studies and compari-
sons with existing predictive models are crucial steps towards
the applicability in clinical routine. In fact, a biomarker may
perform as a single excellent prognostic factor but its addition
to other existing predictive models may not improve the overall
prognostic information. For instance, Urinary Neutrophil
Gelatinase-Associated Lipocalin (uNGAL) has shown an excel-
lent ability for the early detection and the prognosis of acute
kidney injury [15]. Yet, in a study conducted on a heterogeneous
population of 451 critically ill adults [16], the area under the
curve (AUC) of uNGAL for acute kidney injury detection was
lower than that of a simple prognostic model including the
APACHE-II score plus serum creatinine, presence of sepsis and
clinical department of origin (AUC: 0.71 versus 0.81).
Furthermore, the addition of uNGAL did not improve the overall
prognostic accuracy of such a model (AUC: 0.81 in the model
without uNGAL and 0.82 in the model including uNGAL), indi-
cating that the measurement of this biomarker, which is not a
cheap biomarker, may be omitted with minimal or no loss of in-
formation for the risk assessment in the intensive care unit
setting.

As briefly alluded to before, the eventual aim of prognostic
research is to change (improve) clinical practice and patient
management. In modern medicine, diagnostic criteria and stag-
ing of diseases are continuously refined. This is mostly conse-
quent to the advent of new biomarkers or to the elaboration of
new prognostic models. Old definitions of CKD relied on the
presence of an overt impairment in renal function (decrease in
eGFR). Prognostic studies have subsequently elucidated that the
sole presence of stable haematuria or persistently abnormal
protein urine excretion indicates individuals at high risk of ad-
verse renal and CV outcomes in the long-term, even in the pres-
ence of eGFR within the normal range. Current diagnostic
criteria and CKD staging definitions (KDOQI) have implemented
this prognostic information and subjects with persistent urinary
abnormalities (but normal eGFR) are now labelled as having
‘kidney injury’ (CKD Stage 1) [17]. One important clinical appli-
cability of prognostic variables (i.e. of variables that are not nec-
essarily causally implicated in the pathway of the disease) is to
monitor change in disease status and the response to therapy
overtime. Reduction or normalization of proteinuria in subjects
with membranous nephropathy suggests successful treatment
and improvement in renal damage [18]. By the same token, al-
buminuria reduction in hypertensive subjects by proper treat-
ment (e.g. renin–angiotensin system blockers) decreases their
overall CV risk [19].

Prognostic factors may also drive the development of new
interventions, or new applications of existing interventions,
when the relationship between the risk factor and the following
outcome is causal in nature. Not rarely, causal risk factors are
only weakly related to adverse health outcomes, as it is the case
of serum cholesterol for MI. In most cases, prognostic factors
are mere risk markers, i.e. are factors not directly involved in
the pathogenesis of diseases. For example, tumour markers pre-
dict cancer recurrence but most of them are simply epiphenom-
ena of the disease.

The number of prognostic studies is growing steadily but the
quality of most studies remains suboptimal. Quite surprisingly,
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no standardized methods on how to conduct prognostic re-
search have been definitely established. Yet, prognostic studies
are often poorly designed, inappropriately analysed or barely
reported. Furthermore, replication of initial findings is often in-
adequate, and the overall evidence may be tainted by a high
risk of publication bias and selective reporting. For these rea-
sons, confusion may arise about the true prognostic value of
risk factors being tested. In 2013, the Prognosis Research
Strategy (PROGRESS) group was formed to improve the quality
of prognostic research by establishing standards and providing
recommendations on how such research should be conducted
[20]. The group stressed the necessity of large, prospective, reg-
istered and protocol-supported studies with adequate sample
size, proper statistical analyses and transparent reporting of all
factors and outcomes considered. According to the recommen-
dations by PROGRESS, exploratory studies should be clearly la-
belled as such and the global prognostic ability of a given factor
should be examined by pooling data of multiple studies in
meta-analysis to alleviate any possible reporting bias and infor-
mation deficiency in the original studies. Finally, for each factor
recognized as prognostic, there should be clear awareness of
how this can be used for improving clinical outcomes, including
whether it might be valuable for the clinical management of
patients or might rather provide new insights for interventional
research. The Transparent Reporting of a multivariable predic-
tion model for Individual Prognosis Or Diagnosis (TRIPOD) state-
ment for the reporting of prediction models provides precious
recommendations for guiding research looking at predictive
models for prognosis or diagnosis [21].

PROGNOSTIC MODELS RESEARCH

The development and the validation of prognostic models rep-
resent an important research area of clinical epidemiology, and
well-validated risk prediction rules are fundamental tools for
decision-making in clinical medicine. The development of a risk
prediction model for a given event [death, MI, stroke, end-stage
kidney failure (ESKF), etc.] demands the identification of prog-
nostic factors (i.e. variables that predict the event of interest

with high accuracy) in well-characterized cohorts of subjects/
patients followed up for a given period of time. Once identified
in a given cohort, the prognostic factors are combined into a
mathematical equation by estimating for each variable a regres-
sion coefficient that maximizes the prediction accuracy of the
event of interest [22]. The accuracy of a risk prediction model
for predicting an event is assessed by measuring calibration,
discrimination and risk reclassification.

Calibration and discrimination

Calibration measures how much the prognostic estimate of a
specific predictive model including one or more clinical charac-
teristics/prognostic markers matches the ‘real’ probability of
the outcome (i.e. the observed proportion of an event in a given
period of time) [23], whereas discrimination expresses the abil-
ity of the risk prediction model to distinguish individuals with
from those without the event of interest [24] (Figure 2). The dis-
criminatory power of prognostic models fitted to survival data
(i.e. data including censored observations) is commonly
assessed by calculating the Harrell’s C statistic [24], which is
conceptually similar to a receiver operating characteristic curve
analysis [25]. The higher the C-index, the higher the prognostic
accuracy of the model. Discrimination, as assessed by the
Harrell’s C-index, ranges from 0.5 (no discrimination) to 1.0 (per-
fect discrimination).

Akaike information criterion, likelihood ratio test and
risk reclassification analysis

Another index is the Akaike information criterion (AIC) [26], a
method that is used to compare non-nested prognostic models
(Figure 2). Two models are nested if one model can be reduced
to the other one by imposing a restrictions in the number of pre-
dictors being tested. For example, given a model (e.g. a Model X)
including three prognostic variables (A, B and C), a nested model
is that including ‘A and B’ or ‘B and C’ or ‘A and C’. Vice versa,
two models are non-nested if one model cannot be reduced to
the other model by imposing a restriction in the number of pre-
dictors being tested (e.g. a non-nested model of Model X

Main statistical methods
to assess the accuracy
of prognostic models

Calibration measures how much the estimate of a specific prognostic model
matches the ‘real’ probability of the endpoint

Discrimination assesses the ability of a prognostic model to distinguish
individuals with from those without the event of interest

The risk reclassification analysis quantifies how much a new prognostic
biomarker increases the percentage of patients correctly re-classified as
having or not having a given event/disease as compared to a previous
classification based on an existing prognostic biomarker or prognostic model

The Akaike information criterion (AIC) compares the quality of a set of
statistical prognostic models to each other by ranking them from the best to
the worst. It is useful to identify the best model among a set of candidate
non-nested prognostic models

The likelihood ratio (LR) test can be used to compare two nested prognostic
models. The test statistic is: LR = –2(L0–L1). L0 denotes the likelihood of the
simpler model and L1 denotes the likelihood of the more complex model.
This statistic is distributed as a χ2 statistic

FIGURE 2: Main statistical methods to assess the accuracy of prognostic models.
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mentioned above is that including as predictors ‘A, B and D’).
Given two non-nested models, the preferred model to predict
survival (i.e. that having the best performance) is the one with
the lowest AIC value. The advantage of AIC is that it includes a
penalty that is an increasing function of the number of predic-
tors. The penalty clearly discourages over-fitting in order to de-
velop parsimonious models. To compare two nested prognostic
models, the likelihood ratio (LR) test can be used (Figure 2). The
test statistics is LR¼ �2(L0 – L1). L0 denotes the likelihood of the
simpler model and L1 denotes the likelihood of the more com-
plex model. This statistics is distributed as a chi-square statis-
tics. An important step in assessing the performance of a
prognostic model is the analysis of risk reclassification, which
is assessed by calculating the Net Reclassification Index (NRI)
[23] (Figure 2). Such an index provides a direct measure of the
impact of new biomarkers in risk predictions. Reclassification
quantifies how much a new prognostic biomarker increases the
percentage of patients correctly reclassified as having or not a
given event/disease as compared with a previous classification
based on an existing prognostic biomarker or predictive model.
No specific reference values are available for the AIC and the
NRI. The statistical techniques used to develop a prognostic
model (discrimination, calibration and risk reclassification) are
exactly the same as those used to validate a risk prediction
equation. A model can be internally and externally validated.
The most common method for internal validation is the cross-
validation. By this method, the original cohort is split into a de-
velopment and a validation sample. The model-building proce-
dures applied to the development sample (i.e. discrimination,
calibration and risk reclassification analyses) are tested in the
validation sample for assessing reproducibility. The external
validation examines the generalizability of a risk prediction
model to completely independent cohorts by using the full set
of state-of-art statistical methods such as discrimination, cali-
bration and risk reclassification.

PROGNOSTIC MODELS IN CLINICAL PRACTICE

CKD is a progressive condition and early identification of
patients at high risk of developing ESKF is fundamental to slow-
ing disease progression, maintaining quality of life and improv-
ing outcomes. Tangri et al. [27] developed a risk equation [the 5-
year Kidney Failure Risk Equation (KFRE)] for predicting progres-
sion of CKD to ESKF (dialysis/kidney transplantation) in a very
large series of CKD Stages 3–5 patients. They used data from
two independent CKD cohorts: a development cohort including
3449 CKD patients and a validation cohort including 4942 CKD
patients. Patients in the two cohorts were quite similar for de-
mographic, clinical and biochemical data. In the development
cohort, as candidate prognostic factors the authors considered
baseline eGFR as well as age, gender, BP, weight, diabetes,
hypertension and CKD aetiology, and laboratory data such as
urine albumin to creatinine ratio (ACR), serum albumin, serum
phosphate, serum bicarbonate and serum calcium. All variables
that resulted to be associated with ESKF at univariate Cox
regression analyses (with P< 0.10) were combined in risk
equations of various complexity in order to identify the best
prognostic model with the minimum set of predictors. To do
this, Tangri et al. calculated, for each candidate model, two in-
dexes of prognostic performance, namely the C-index and the
AIC. A predictive model including age and gender (Basic model)
provided a poor discriminatory power for ESKF (only 56%), indi-
cating that these two variables were inaccurate to estimate re-
nal prognosis in CKD patients. The inclusion of baseline eGFR

and albuminuria (Model 1) increased the accuracy in prediction
of the basic model (C-index from 89% to 91%, P< 0.001; AIC from
4834 to 4520), indicating that these two risk factors play an
important role for predicting the evolution of CKD toward ESKF.
By adding into Model 1, serum albumin, serum phosphate,
serum bicarbonate and serum calcium, both the C-index (from
91% to 92%, P< 0.001) and the AIC (from 4520 to 4432) slightly
improved. Forcing into this model the remaining prognostic fac-
tors that resulted to be associated with ESKF at univariate Cox
regression analyses (diabetes, hypertension, BP and body
weight) did not improve the discriminatory power of the risk
equation, indicating that a prediction model including eight var-
iables (namely age, sex, eGFR, albuminuria, calcium, phosphate,
bicarbonate and albumin) is the best one, among the set of can-
didate models, for predicting the risk of ESKF in CKD patients.
By combining these risk factors, the authors built up a risk cal-
culator (in Excel format) that is easily downloadable from the
web (http://jama.jamanetwork.com/article.aspx?articleid¼
897102). To explain how this risk calculator can be used, we con-
sider a 50-year-old man with CKD (eGFR of 30 mL/min/1.73 m2),
an ACR of 50 mg/g, a serum calcium of 9.8 mg/dL, a serum phos-
phate of 3.8 mg/dL, a serum albumin of 4 g/dL and a serum bi-
carbonate of 26 mEq/L. In this patient, the 5-year probability of
ESKF estimated by the software is 11%. If we want to assess how
much the risk of ESKF could increase in the same man if the
level of serum phosphate were to increase from 3.8 mg/dL to
6.0 mg/dL, we might calculate the risk of ESKF associated with a
value of serum phosphate of 6.0 mg/dL (instead of 3.8 mg/dL) by
leaving unchanged the remaining prognostic factors. By doing
this, we find an estimated 5-year risk of ESKF of 17%, a figure
substantially higher than that found for the same man with
normal serum phosphate (11%). The eight-variables risk equa-
tion was externally validated by the authors in an independent
cohort of 4942 CKD patients. The discriminatory power of the
prognostic model in the validation cohort was very satisfactory
(C-index: 84%, 95% CI 83–86%) indicating that the risk calculator
has external generalizability for predicting the risk of ESKF in
CKD patients. In the validation cohort, the risk reclassification
analysis was stratified by CKD stages and performed by compar-
ing the eight-variables prognostic model (expanded model) with
a reduced model including four variables (i.e. age, gender, ACR
and eGFR). This analysis showed that the expanded model was
more accurate than the reduced one for reclassifying patients in
all CKD stages, and this was particularly true in CKD Stage 3,
where the NRI was 8.0% (95% CI 2.1–13.9%). An 8% NRI indicates
that the use of the expanded model produced an 8% net im-
provement in reclassification as compared with the use of the
reduced model (P< 0.05). In more detail, the expanded model as
compared with the reduced model provided an 8.5% improve-
ment in risk classification in patients with ESKF and a 0.5%
worsening in risk classification in patients without ESKF, thus
generating an 8% net improvement in risk accuracy estimation.
The authors concluded that the eight-variable prognostic model
accurately predicts progression to kidney failure in patients
with CKD Stages 3–5.

The Tangri model apart, several kidney failure prediction
models have been published over the last 10 years. However,
these models were developed and validated in cohorts of
patients with a wide range of disease severity, without account-
ing for the competing risk of death [28]. Furthermore, currently
used prediction models have not been compared for accuracy
and precision. In a freshly published study [28] aimed at exter-
nally validating 11 existing models of kidney failure, most mod-
els with longer prediction horizons largely overestimated the
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risk of kidney failure. The 5-year KFRE [27], which does not con-
sider the competing death risk, overpredicted by 10–18% the
risk of kidney failure, whereas the 2-year KFRE [2] (another
equation by Tangri specifically developed to predict the risk of
kidney failure in a relatively short time period and that does not
account for the competing mortality risk) performed well over a
2-year time frame, indicating that taking the competing death
risk into account is not necessary for short-term risk predictions
in patients with advanced CKD. The 4-year Grams [29] model,
which includes nine variables (age, eGFR, sex, race, CV disease,
diabetes, systolic BP, uACR and smoking) and accounts for the
competing death risk, showed excellent calibration and good
discrimination for predicting kidney failure in patients with
CKD and severely decreased GFR. Thus, taking into consider-
ation the competing risk of mortality is critical for long-term
but not for short-term predictions.

PROGNOSTIC RESEARCH AND PRECISION
MEDICINE

Precision medicine (also known as personalized medicine) is a
new approach based on dividing patients into groups (stratifica-
tion) according to their biological characteristics, the risk of de-
veloping diseases and, mostly, the chance of being respondent
to particular therapies [30]. The ultimate goal of precision medi-
cine is to individualize therapy and make the best decisions for
comparable groups of patients, providing the ‘right treatment,
for the right person, at the right time’. Hence, this approach is
posed in contrast to empirical medicine. Precision medicine is
now acknowledged as a key global priority for pharmacologic
and diagnostic industries and, above all, for healthcare pro-
viders [31]. Prognostic research is the backbone of precision
medicine. Prognostic models may allow risk stratification and
help in identifying priority areas for research. For example, they
might clarify whether a given intervention associates with evi-
dent risks or greater costs, or whether inter-individual varia-
tions in the pharmacokinetics and metabolism of a drug may
lead to different pharmacological responses. No less important,
prognostic research may elucidate the presence of clinically im-
portant differences in the individual prognosis. For example, re-
nal artery stenosis is commonly found among elderly patients
with generalized atherosclerosis. Hypertension, which is also
highly prevalent in these subjects, does not call for renal artery
revascularization as most cases are essential in nature and the
individual prognosis and response to anti-hypertensive agents
are excellent. Conversely, sudden hypertension in middle-aged
women with renal stenosis due to fibromuscular dysplasia is a
compelling indication for revascularization as these subjects
are more likely to develop refractory hypertension, and poor CV
and renal outcomes [32]. Prognostic factors may help in person-
alizing treatments by estimating the absolute risk for one or
more outcomes. Indeed, individuals with the highest absolute
risk would take the greatest benefit from an intervention, as
they would experience the greatest reduction in probability of
the outcome. Such intervention might therefore be restricted
only to particular strata of patients, to minimize adverse events
and to optimize cost-effectiveness and chance of success. All
major nephrology guidelines advocate the achievement and
maintenance of haemoglobin levels within an optimal range,
using erythropoiesis-stimulating agents (ESAs) if needed, as
this may reduce adverse CV outcomes [33, 34]. By the same to-
ken, biomarker evidence of scarce iron reserve or high inflam-
matory activity predicts poor response to ESAs, demanding

appropriate correction therapy before considering administra-
tion of these drugs [35]. Precision approaches may also be useful
when the treatment effect differs among patients groups.
Differences in the response to treatment might depend on an
interaction between the variable and the effect of treatment on
the outcome. In this regard, when a plausible biological mecha-
nism exists a precision approach may be applied to screen indi-
viduals for the presence of factors that may forecast successful
response to therapies or interventions, in terms of more benefit,
less harm or both. For example, normo- or micro-albuminuric
diabetics carrying the II genotype of the angiotensin-converting en-
zyme (ACE) gene are particularly responsive to ACE inhibitors in
terms of delayed progression of nephropathy, whereas the DD
genotype is associated with a better response to ARBs therapy
in Type II diabetics with overt nephropathy and to ACE inhibi-
tors therapy in male patients with non-diabetic proteinuric ne-
phropathies [36]. Although precision medicine relies on
individual baseline information for tailoring therapeutic deci-
sions, this approach is conceptually different from stepped or
adaptive models of clinical care [37]. In these models, therapeu-
tic adaptations (which can be represented by changes in dose
scheme, duration or regimen) are influenced by the response or
non-response to treatments previously administered. An exam-
ple of such approach is represented by treatment of idiopathic
nephrotic syndrome. Patients suffering from this condition are
first prescribed a therapeutic cycle of corticosteroids to which
the majority is deemed to be respondent. Hence, more aggres-
sive solutions (e.g. immunosuppressive treatments) are re-
served only for those non-respondent to this first attempt [38].

It is important to emphasize that not all prognostic factors
are also predictors of treatment response, and vice versa. For
example, response to statin treatment has been associated with
polymorphisms in several genes such as the cholesterol ester
transfer protein, 3-hydroxy-3-methylglutaryl coenzyme A
(HMG-CoA) reductase, apolipoprotein E and apolipoprotein-CI.
However, although these genes modulate the entity of decrease
in lipid levels during statin therapy, per se these genes are unre-
lated to CV risk [39]. Several challenges and research limitations
currently hinder a wide applicability of precision approaches,
particularly in certain fields of medicine such as nephrology.
False-negative findings (also known as Type II errors) may lead
to inappropriate conclusions such as considering a particular
factor as not prognostically useful when actually it is [40]. For
instance, poorly designed randomized trials may have inade-
quate statistical power for detecting factors that are truly prog-
nostic for different treatment effects. Therefore, the aim of
prognostic analyses should be clearly explained in these studies
and appropriately considered for the calculation of study power.
Similarly, dichotomization of continuous variables or arbitrary
data dredging may reduce power further [41]. Indeed, factors
have more power and less risk of bias when analysed on a con-
tinuous scale than after dichotomization according to a cut-off.
Firm prognostic evidence may thus appear gradually from sec-
ondary analyses of such trials or from meta-analyses pooling
individual participant data [42]. Likewise, false-positive findings
(Type I errors) may come out from inappropriate use of sub-
group analyses. False positives may arise by chance if proper
multiple statistical analyses are not implemented, particularly
in the presence of a large number of factors to consider [43].
Furthermore, the selection of endpoints itself can lead to misin-
terpretation of the prognostic value of a given factor in predict-
ing response to treatment. Indeed, positive findings are more
likely reported when looking at surrogate endpoints of treat-
ment effects, rather than hard, patient-centred outcomes such
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as mortality, major events or disease progression [44]. In pilot
studies, as well as in confirmation trials, mTOR inhibitors
showed good capacity of reducing total kidney and cyst vol-
umes in ADPKD patients (a surrogate endpoint of disease sever-
ity) but failed to halt disease progression in terms of eGFR
decline over time [45]. In conclusion, if a treatment effect is
deemed inconsistent across individuals, a personalized ap-
proach based on rigorous tests for predicting treatment re-
sponse may guide treatment decisions. Unfortunately, the
application of precision medicine in nephrology is currently
marginal, as strong evidence of clinical impact is limited and
spurious findings on predictive factors prevail over externally
well-conducted and validated prognostic studies. Improvement
in the way prognostic research is conducted, including cost-
evaluation analyses of implementing precision approaches, is
mandatory to fill the existing gap between nephrology and
other medical specialties.

CONCLUSIONS

Knowledge of the clinical outcomes of diseases is fundamental
in order to optimize the clinical decision-making process. The
relevance of such knowledge impacts upon various transla-
tional pathways. Prognostic research is of paramount impor-
tance for precision medicine, a new approach that aims to
individualize therapy in order to provide ‘the right treatment,
for the right person, at the right time’. Risk calculators allow
informing patients of the future course of their disease and help
clinicians in formulating a prognosis. In order to judge applica-
bility of risk prediction models in clinical practice, risk calcula-
tors should be appropriately validated by providing measures of
calibration, discrimination and risk reclassification. The defini-
tive proof of the clinical usefulness of a risk prediction model
rests on the demonstration that a treatment policy guided by
the risk calculator is more effective than that provided by the
standard care for reducing the progression rate of CKD, an issue
which should be specifically tested in a randomized clinical
trial.
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