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A B S T R A C T   

The application of artificial intelligence (AI) based on deep learning in dental diagnostic imaging is increasing. 
Several popular deep learning tasks have been applied to dental diagnostic images. 

Classification tasks are used to classify images with and without positive abnormal findings or to evaluate the 
progress of a lesion based on imaging findings. Region (object) detection and segmentation tasks have been used 
for tooth identification in panoramic radiographs. This technique is useful for automatically creating a patient’s 
dental chart. Deep learning methods can also be used for detecting and evaluating anatomical structures of 
interest from images. Furthermore, generative AI based on natural language processing can automatically create 
written reports from the findings of diagnostic imaging.   

1. Introduction 

Since the first decade of the 21st century, digital radiography and 
dental cone-beam computed tomography (CBCT) have become popular 
in dentistry. As a result, the research and development of computer- 
aided detection and diagnosis (CAD), which had not been aggressive 
in medical fields, gained momentum for fields including dentistry [1]. 
There are several possible purposes for dental radiological CAD, such as 
the detection of radiopaque maxillary sinus lesions [2], calcification 
bodies in the carotid artery [3], and morphological changes in the 
mandibular cortical bone that suggest possible osteoporosis [4]. 

Early CAD detected specific X-ray findings to distinguish between the 
diagnostic images of positive and negative patients using a program 
designed based on human knowledge and experience. The pathological 
X-ray findings were characterised by changes in the size of certain or-
gans, high organ radiopacity, and disappearance of soft- or hard-tissue 
anatomical structures. 

Since the early 2010s, the application of machine learning and 
artificial intelligence (AI) in CAD has increased. In conventional CAD 
systems, developers had to explicitly write methods and rules into 
computer programs. In contrast, machine learning and AI can auto-
matically learn characteristic patterns and knowledge from data. That is, 
it acquires the means to perform a task by learning from experience 
through data analysis and repeated trials. 

Deep learning (DL) is a computer technology that has triggered the 
development of AI applications. DL is a kind of machine learning method 
that applies neural networks. A neural network is a set of algorithms 

having mathematical models that mimic the networks of neurones in the 
brain and is widely studied since the 20th century. 

DL has demonstrated its usefulness in image analysis and processing, 
natural language processing, predictive analytics, and machine system 
control. Furthermore, AI is expected to be used in many dental appli-
cations, as shown in Fig. 1. (Fig. 1) In image analysis and processing, 
deep-learning methods are used to solve these problems. Among the 
various DL methods, classification, region (object) detection, and seg-
mentation are often applied to diagnostic images. For radiological mo-
dalities in dentistry, the application of DL has been studied in intraoral 
radiography, panoramic radiography, and dental cone beam CT (CBCT). 
In this study, we describe the application of AI in dental imaging diag-
nosis, mainly from the perspective of various deep learning tasks. 

2. The classification task 

The classification task can be used to identify the tooth location on 
intraoral periapical radiographs. In dental practice, ten or more peri-
apical X-ray images of all teeth are often captured per patient. It is 
difficult to identify these images perfectly without confusing the 
maxilla, mandible, and left and right sides. 

Such tasks can benefit from artificial intelligence using popular DL 
networks such as LeNet and ResNet, which are fairly accurate in 
recognizing handwritten numbers and letters [5]. In addition, using a 
DL-based graphical user interface application, dentists can employ deep 
learning without the need for programming knowledge. 

For supervised-learning classification tasks, the accuracy of the 
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ground truth classification provided by humans is important. Fig. 2 
shows examples of the objectives for the classification task in dental 
radiographs (Fig. 2). The classification criteria for identification of 
impacted supernumerary teeth are evident from Fig. 2A. On the con-
trary, the accurate classification of the mandibular cortex morphology 
which indicates the possibility of osteoporosis requires observation by 
experts. (Fig. 2B). However, in cases of a periapical lesion, it is not easy 
to diagnose whether a particular periapical region is a radicular cyst 
(Fig. 2C). 

Kohinata et al. [6] applied DL strategies to classify subjects (patients) 
with panoramic radiography data. The patients were classified based on 
several dental and physical characteristics, including age, sex, mixed or 
permanent dentition, number of presenting teeth, impacted wisdom 
tooth status, and prosthetic treatment status. The results showed that 
mixed or permanent dentition and prosthetic treatment status exhibited 
a classification accuracy of over 90 %. The accuracies of the other 
classification items were relatively low. The original panoramic radio-
graph had a large image matrix size of 3000 × 1500 pixels. The images 
had to be resized to reduce the resolution for performing deep learning 
on them because higher resolutions demand heavy computations. 
However, lower image resolutions may result in low accuracy in other 
classification categories. 

Because DL requires a high computer performance, it is difficult to 
make precise and detailed diagnoses in images covering a wider area. 
Therefore, a technique for cropping to a region of interest (ROI) from a 
bigger X-ray image and performing classification is preferred. Using this 
procedure, DL classification has been studied for various lesions and 
anatomical structures. These include pathologies such as maxillary 
sinusitis [7], root morphology of the molar tooth [8], morphological 
changes in the temple-mandibular joint [9], and aspirated food and 
drink in video fluorographic (VF) examination of swallowing images 
[10]. 

3. The region (object) detection task 

In the region detection task under DL, AI learns from a large number 
of ROIs manually annotated by experts and can automatically define a 
rectangular ROI in the objective images. 

The application of region detection or segmentation DL tasks is 
necessary to define appropriate ROIs in any X-ray image if the ultimate 
purpose is to classify a positive and negative radiographic findings. The 
target lesions or anatomical structures which are input to a region- 
detection task can be varied. Panoramic radiographs cover the maxil-
lary sinus [11,12], temple mandibular joint [13], radiolucent lesions in 
the mandible [14], impacted supernumerary teeth in the maxillary 
incisor region [15], cleft jaw and palate [16], and sialoliths of the sub-
mandibular gland [17]. Computed tomography (CT) images have been 
used for detecting cervical lymph nodes in patients with oral squamous 
cell carcinoma [18]. 

A DL algorithm for automatically detecting teeth in panoramic 
radiography is considered a breakthrough in dental practice [19–21]. 
Each detected tooth is classified according to its pathological and 
treatment status, such as presence of tooth decay, eruption disorder, 
restorative or prosthetic or endodontic treatments, and dental implants. 
This technique is useful not only for diagnosing a patient’s dental disease 
but also for automatically obtaining complete information of the pa-
tient’s dentition. Moreover, it can also be useful for the postmortem 
personal identification in the event of a large-scale natural disasters. As 
panoramic radiography shows a wide area of the maxillofacial region, 
image preparation methods such as extracting the area of the dental arch 
in advance, are considered for efficient and accurate tooth detection 
[22]. Some of these techniques have been developed and already 
deployed for practical use. 

However, on panoramic radiography, neighbouring teeth often 
overlap. Therefore, it appears complicated and confusing when multiple 
rectangular ROIs appear close to each other in the dentition area of a 
panoramic image (Fig. 3A). 

Fig. 1. Possible clinical application of deep learning in dentistry.  
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4. The segmentation task 

The segmentation task in deep learning is a technique that divides an 
image into objective segments. In semantic segmentation, the objects to 
be selected are distinguished from the background and other objects 
using different colours. In instance segmentation, it is possible to iden-
tify and separate individual instances of the same class of objects. This 
procedure may be suitable for teeth identification in panoramic radio-
graphs with a clear view [23,24] (Fig. 3B). 

Region detection and segmentation can also be considered comple-
mentary techniques. However, when creating annotation data to pre-
pare the training dataset, segmentation is needed to accurately trace the 
outline of the target, while region detection only encloses the target in a 
rough rectangle. The segmentation task is generally considered more 
suitable than the region detection task for extracting specific and 
detailed anatomical structures and lesions. 

Fig. 4 shows a sample segmentation image of the anatomical 

structure (Fig. 4). In the panoramic radiograph, a segmentation task is 
performed to extract the mandibular canal and maxillary sinus [25,26] 
(Fig. 4A). Segmentation of periapical lesions in panoramic radiographs 
has also been reported [27,28]. 

In intraoral radiographs, segmentation of dental caries from bitewing 
or periapical radiographs is preferred. In deep learning segmentation, it 
is important to choose an objective lesion or anatomical structure ac-
cording to the size of the radiograph and resolution power. 

Several studies have applied segmentation tasks to improve the ac-
curacies of classification tasks. Mori et al. [29] reported that in the 
classification task to determine whether a periapical radiograph was 
taken in the appropriate geometric position, the task’s accuracy was 
improved by preliminary segmentation of the tooth that should be 
located in the centre of the image. 

In addition to conventional radiography, the application of image 
segmentation based on machine learning (including DL) has been 
explored to detect tumorous lesions and metastatic lymph nodes from 
CT and MR images [30–32]. Nozawa et al. [33] reported about the 
segmentation of the temporomandibular joint (TMJ) disk using MRI 
(Fig. 4B). Ariji et al. [34] reported about the segmentation of food and 
drink boluses using video fluoroscopic images of swallowing action. 

5. Generative AI 

Generative AI is a category of AI techniques that involves creating or 
generating new content such as text and images. 

Generative AI employs deep-learning models to achieve its objec-
tives. Generative adversarial networks (GANs) can learn the underlying 
structures and characteristics from image datasets to define complex 
patterns and generate new images that resemble the training data. Fig. 5 
shows an example of the utility of image processing using generative AI 
(Fig. 5). 

Reports indicate that GANs are useful in decreasing obstructive 
factors in dental CBCT images, which can interfere with correct image 
interpretation and diagnosis. (Fig. 5A) These obstructive factors include 
image noise from the half-circle scan and artefacts from the dental 
prosthesis [35–37]. The application of GANs to refine the blurred images 
that appear in the incisor region of panoramic radiographs has also been 
reported [38] (Fig. 5B). 

Fig. 2. Examples objectives for classification task.  

Fig. 3. Automatically region detection and segmentation of teeth in the 
panoramic radiography. 
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A valuable application of generative AI in dentistry is the creation of 
a patient’s dentition and facial features, which are targeted for 
improvement by prosthetic or orthodontic treatment. The products of 
generative AI can be beneficial for explanations to patients using images 
and also for computer-aided design data for creating treatment devices 
and prostheses to be set in the patient’s oral cavity. In addition, gener-
ative AI can also integrate natural language processing and prove useful 
in communication between patients and the medical staff, and support 
in writing image findings and reports. 

6. Perspective 

Several advances in computer and software technologies have sup-
ported the progress of deep learning. In the medical field, providing a 
deep-learning environment equipped with an easily understandable user 
interface has positively helped doctors and dentists with limited pro-
gramming knowledge to operate the equipment effectively [6]. 

When considering a feasibility study to detect a finding indicative of 
a lesion in medical images, it is necessary to determine which deep 
learning tasks should be used. For example, in certain methods the entire 
image is regarded as objective data and classified into positive or 

Fig. 4. Example segmentation image of anatomical structure.  

Fig. 5. Example utilities of image processing by generative AI.  
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negative images depending on the presence or absence of the lesion. 
Alternatively, a region detection or segmentation task can be first 
applied to detect objective organs and then classify them into positive or 
negative image findings. The method to be used depends on the disease 
or anomaly under consideration. 

It is interesting and insightful to apply various deep learning tech-
niques to datasets and compare their results. However, to obtain accu-
rate results, a large number of high-quality diagnostic images with 
precise annotations are required as training images. This process of 
dataset creation and training requires considerable time and effort. 

Recent generative AI techniques enable the organisation of training 
datasets; however, the level of its utility in the field of dentistry is yet to 
be explored. There is still room for growth in deep learning and AI for 
applications in dentistry. Thus, at this juncture it becomes important for 
the field of dentistry to pursue the latest technological advancements 
along with fundamental clinical and research applications. 

Scientific field of dental science 

Radiology and imaging. 
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