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Abstract
Objective: This study uses electronic health record (EHR) data to predict 12 common cancer symptoms, assessing the efficacy of machine 
learning (ML) models in identifying symptom influencers.
Materials and Methods: We analyzed EHR data of 8156 adults diagnosed with cancer who underwent cancer treatment from 2017 to 2020. 
Structured and unstructured EHR data were sourced from the Enterprise Data Warehouse for Research at the University of Iowa Hospital and 
Clinics. Several predictive models, including logistic regression, random forest (RF), and XGBoost, were employed to forecast symptom devel
opment. The performances of the models were evaluated by F1-score and area under the curve (AUC) on the testing set. The SHapley Additive 
exPlanations framework was used to interpret these models and identify the predictive risk factors associated with fatigue as an exemplar.
Results: The RF model exhibited superior performance with a macro average AUC of 0.755 and an F1-score of 0.729 in predicting a range of 
cancer-related symptoms. For instance, the RF model achieved an AUC of 0.954 and an F1-score of 0.914 for pain prediction. Key predictive 
factors identified included clinical history, cancer characteristics, treatment modalities, and patient demographics depending on the symptom. 
For example, the odds ratio (OR) for fatigue was significantly influenced by allergy (OR¼ 2.3, 95% CI: 1.8-2.9) and colitis (OR¼1.9, 95% CI: 
1.5-2.4).
Discussion: Our research emphasizes the critical integration of multimorbidity and patient characteristics in modeling cancer symptoms, reveal
ing the considerable influence of chronic conditions beyond cancer itself.
Conclusion: We highlight the potential of ML for predicting cancer symptoms, suggesting a pathway for integrating such models into clinical 
systems to enhance personalized care and symptom management.

Lay Summary
This research explores electronic health records and machine learning for predicting common symptoms in cancer patients, particularly those expe
riencing more than one chronic condition. The main objective was to predict factors causing 12 cancer-related symptoms such as pain, fatigue, and 
anxiety through data from over 8000 patients. The study found that symptoms were driven primarily by chronic conditions, rather than stage or 
treatment of cancer. These findings suggest that new clinical tools could use such an assessment to provide patients with real-time alerts and very 
personalized symptom management plans both within and outside of the clinic. This approach potentially could personalize and, in doing so, effect 
better care for the patient with cancer, thus improving quality of life through the anticipation and management of symptoms.
Key words: clinical notes; electronic health records; natural language processing; machine learning; symptoms. 

Background and significance
People diagnosed with cancer often experience physical and 
emotional symptoms associated with both the disease itself 
and its treatments, such as pain, fatigue, anxiety, depression, 
nausea, and vomiting.1,2 Poorly managed symptoms can lead 
to decreased quality of life, increased health services utiliza
tion, and delays in or early cessation of treatments.3,4 Proactive 
symptom management support is critical to comprehensive 
cancer care.1,5

The ability to predict which symptoms will manifest in 
which patients and at what stage in the disease trajectory is 

crucial.6,7 Accurate prediction of symptom development 
allows for more personalized symptom management care, 
potentially improving patient outcomes, and optimizing 
resource allocation.6–9 Despite this potential, predicting 
symptoms remains challenging due to the multifactorial 
nature of the symptom experience, which involves a complex 
interplay among disease-related, treatment-related, cancer- 
related, and patient-related factors.10,11 Specifically, the con
tribution of multimorbidity (ie, having a diagnosis of 2 more 
chronic conditions) in the development of cancer symptoms 
is not well understood.12
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Researchers widely regard symptom self-reporting as the 
gold standard in symptom management research. However, 
the literature underrepresents the symptom experience of 
individuals who are too ill, unwilling, or unable to participate 
and do not meet the inclusion criteria for individual studies.13

Electronic health records (EHRs) can provide valuable real- 
world data from large and diverse clinical populations, 
including those excluded from traditional research, offering a 
more comprehensive view of symptom development.14,15

EHR data presents challenges, mainly due to the typical doc
umentation of symptoms in unstructured clinical narratives. 
However, natural language processing (NLP) techniques16

have enabled the extraction of symptom information at a 
large scale.15,17 NLP can transform unstructured narratives 
into structured data for various analytic approaches.18

Machine learning (ML) is a powerful analytical approach 
that can handle large, complex, and variable EHR data.19,20

ML algorithms can learn from the patterns in the EHR data, 
including the NLP-extracted symptoms, and make predic
tions about future symptom occurrence,21,22 therefore pro
viding researchers, clinicians, and patients with more 
precision about developing cancer symptoms.

ML approaches in health science research have grown 
extensively in recent years due to their capability to learn 
from complex and high-dimensional data.21,23 A recent sys
tematic review of ML to predict cancer symptoms demon
strates the rapid growth of literature in this area over the past 
5 years.24 Due to growing access to standardized and curated 
EHR data, researchers have increasingly employed ML tech
niques to build predictive models for various clinical tasks 
such as diagnosis, prognosis, and treatment response predic
tions.8,19,21,23 Moreover, studies have demonstrated ML as a 
potential tool for predicting various symptoms in patients 
with cancer.25 These studies have typically considered a range 
of predictor variables, including patient demographics, can
cer characteristics (eg, cancer primary site, stage), treatment- 
related factors (eg, chemotherapy, radiation, surgery), and 
comorbidities.26,27 While these studies have demonstrated 
promising predictive performance, they often lack clinical 
interpretability.28,29 The so-called “black box” nature of 
many ML models makes it difficult for clinicians to under
stand the potential physiologic or behavioral mechanisms 
underlying the predictions made by these models.30 The 
opacity of black-box models limits ML models’ acceptance 
and practical applicability in clinical settings.31 However, the 
field of ML has witnessed significant advancements, leading 
to the emergence of methods that offer plausible explanations 
for model predictions.32,33 These advancements align with 
recent actions under the current US administration’s compre
hensive strategy for responsible AI innovation, aiming to 
ensure the safe, secure, and trustworthy development and 
application of AI technologies across various sectors, includ
ing healthcare.

One notable method is SHapley Additive exPlanations 
(SHAP), which has garnered substantial attention.32,34 SHAP 
interprets the model’s output in terms of its input variables 
(ie, predictor variables), making it possible to understand 
each variable’s contribution to the final prediction model.32

SHAP has been widely used for analysis of acute myocardial 
infarction to nasopharyngeal cancer survival and the risk 
assessment of lymph node metastasis in papillary thyroid car
cinoma cases.35–37

Interpretable ML methods hold promise for predicting 
symptom development in patients with cancer, particularly in 
the context of multimorbidity. However, the use of SHAP for 
predicting symptoms in patients with cancer and multimor
bidity stays unexplored. This study seeks to address this gap 
by creating ML models to predict symptoms in patients with 
cancer and multimorbidity. It utilizes SHAP to elucidate the 
models’ predictions and identify the primary predictors of 
symptom development.

Objective
This research focuses on developing interpretable ML algo
rithms tailored for individual patients. Our goal is to predict 
12 prevalent symptoms in patients with cancer accounting 
for the role of other multimorbid diagnoses. The resulting 
algorithms will improve clinical decision-making tools and 
inform intelligent recommendation systems for symptom 
management in patient-centric technologies such as mobile 
applications.

Materials and methods
Study design and population
This study is a population-based retrospective analysis utiliz
ing EHR sourced from the Enterprise Data Warehouse for 
Research (EDW4R),38 the central repository for the Univer
sity of Iowa Hospitals and Clinics (UIHC). Our cohort 
included adult patients diagnosed with cancer and at least 
one other chronic condition who underwent treatment at 
these facilities from 2017 to 2020. Eligibility criteria for the 
study required participants to be at least 18 years old and 
have accessible EHR data at the time of data extraction.

Prediction outcomes
In this study, we focused on predicting 12 symptoms in can
cer patients: anxiety, appetite loss, constipation, depressed 
mood, disturbed sleep, fatigue, impaired memory, nausea/ 
vomiting, pain, pruritus, shortness of breath, and swelling. 
These symptoms were identified from an earlier analysis that 
involved 572 626 EHR notes post-cancer diagnosis of these 
patients using NLP.39 For this task, we employed Nimble
Miner,40 a sophisticated ML-NLP tool, ensuring the accuracy 
and reliability of symptom extraction. The tool’s perform
ance was confirmed through comparison with 1112 manually 
annotated EHR notes, yielding a high inter-annotator reli
ability score (0.924). The precision (0.878), recall (0.876), 
and F1-score (0.877) of NimbleMiner in identifying these 
symptoms show its effectiveness. The presence or absence of 
symptoms, denoted as 1 or 0, respectively, were used as the 
prediction outcomes of our study.

Study variables
Data collection spanned various EHR domains. Sociodemo
graphic information encompassed age, biological sex (female 
or male), race (White or non-White), and marital status (mar
ried or unmarried), with race categorized simply due to the 
White patient population. Cancer characteristics were 
extracted from the North American Association of Central 
Cancer Registries (NAACCR) table in the EW4R and 
included primary site (digestive organs, breast, urinary, respi
ratory, and other less frequent sites), cancer stage (in situ/ 
localized, regional/distant, and unstaged), and treatment 
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types (surgery, chemotherapy, radiotherapy, and hormonal 
therapy). Patients had pre-existing chronic conditions before 
cancer diagnosis, ensuring symptom data was collected post- 
diagnosis.

We transformed 918 ICD codes into 60 chronic conditions 
using the Calder�on-Larra~naga classification system, which 
comprehensively represents patient health complexity and 
defines chronic conditions as long-term health issues persist
ing for a year or more.41,42 We chose this system for its broad 
overview of multimorbidity, crucial for studying cancer- 
related symptom development at the person-level rather than 
just mortality risk.43 Multimorbidity levels were categorized 
as low (0-8), moderate (8-13), high (13-19), and very high 
(19-44), treated as nominal variable with the category “low” 
as reference. Cancer stage (reference: unstaged) and age 
group (reference: 0-20 years) variables were also treated this 
way, while gender, race, marital status, primary site, and 
treatment types were treated as discrete variables.

ML model development and evaluation
Data preprocessing in the model development phase involved 
removing records with missing data for the target variables, 
as there were no missing values for the predictor variables. 
We also created dummy variables for the categorical study 
variables. Generating multimorbidity scores and categorizing 
age into different life stages were done as part of variable 
engineering. The training of ML models involved using 3 dif
ferent algorithms—logistic regression (LR), random forest 
(RF), and XGBoost (XGB)—LR for its interpretability, and 
RF and XGB for their robustness and superior handling of 
non-linear relationships.

To address the class imbalance in the symptoms, the Syn
thetic Minority Over-sampling Technique (SMOTE)44 was 
used. Hyperparameter tuning was implemented to optimize 
model performance. The models, trained on a balanced data
set, underwent 5-fold cross-validation for performance 
assessment. Model efficacy was evaluated using the Area 
Under the Receiver Operating Characteristic Curve (AUC- 
ROC) and F1-score, ensuring reliable and accurate symptom 
prediction in patients with cancer with multimorbidity.

Statistical analysis
To obtain descriptive tables and conduct analytics, we ana
lyzed a total sample of 8156 patients, as detailed in Table 1. 
This involved calculating the mean and standard deviation of 
age along with the distribution of age groups, gender, race, 
marital status, cancer primary site, stage, treatment modality, 
and multimorbidity levels. For Table 2, we examined 
569 374 EHR notes of the 8156 patients, classifying them by 
note type, encounter type, and author type. This analysis pro
vided a comprehensive overview of the sample characteristics 
and the nature of the EHR data used in our study.

Model interpretability
To make our ML models understandable, we used 
SHAP.32,34 SHAP values provide a measure of the impact of 
each patient characteristic on a model’s prediction, indicating 
which variables most significantly influence outcomes. It can 
also dissect individual predictions to reveal the contribution 
of each variable to the specific predicted outcome for a single 
patient. This clarity of variable importance aids clinicians in 
interpreting model predictions for personalized patient care.

Results
Our study utilized EHR data from 8156 patients receiving at 
least 2 encounters for cancer treatment at the UIHC between 
January 2008 and December 2018. The average patient age 
was approximately 60 years, with a majority being female 
and White (Table 1). These patients presented various cancer 

Table 1. Sample characteristics.

Total sample (N¼ 8156)

Age, mean (standard 
deviation) 

60.5 (14.4)

0-20 28 (0.3%)
20-39 750 (9.1%)
40-59 2718 (33.1%)
60-79 4078 (49.7%)
80þ 629 (7.7%)

Gender
Female 4379 (53.4%)
Male 3777 (46.6%)

Race
White 7648 (93.2%)
Non-White 555 (6.8%)

Marital status
Married 4812 (58.7%)
Unmarried 3391 (41.3%)

Cancer primary site
Digestive organs 1108 (13.5%)
Breast 680 (8.3%)
Urinary 670 (8.2%)
Respiratory 559 (6.8%)
Other sites 5186 (63.2%)

Stage
In-situ and localized 2188 (26.7%)
Regional and distant 1946 (23.7%)
Un-staged 4069 (49.6%)

Treatment modality
Surgery 6004 (73.6%)
Chemotherapy 2752 (33.7%)
Radiotherapy 2140 (26.2%)
Hormonal therapy 1177 (14.4%)

Number of chronic conditions
Low (0-8) 2420 (29.7%)
Moderate (8-13) 2039 (25.0%)
High (13-19) 1785 (21.9%)
Very high (19-44) 1912 (23.4%)

The sample size in this table is based on records with structured data.

Table 2. Electronic health record note characteristics.

Total sample (N¼569 374)

Note type
Clinic notes 159 747 (28.1%)
Telephone note 146 580 (25.7%)
Progress note 103 790 (18.2%)
Other 159 257 (28.0%)

Encounter type
Hospital 247 322 (43.4%)
Clinic 135 561 (23.8%)
Telephone 116 094 (20.4%)
Other 70 397 (12.4%)

Author type
Physician 244 387 (42.9%)
Nurse 178 840 (31.4%)
Other 146 147 (25.7%)

Percentages may not sum up to 100% due to rounding.
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primary sites, including those of the digestive organs, breast, 
urinary, and respiratory systems, encompassing both 
regional/distant and in situ/localized stages of cancer. Treat
ment modalities ranged from surgery and chemotherapy to 
radiotherapy and hormonal therapy.

The dataset of 569 374 EHR notes from 8156 patients 
included clinic (28.1%), telephone (25.7%), and progress 
notes (18.2%), from hospital settings (43.4%). Authored by 
physicians (42.9%), nurses (31.4%), and other staff (25.7%), 
the records reflect the collaborative effort in patient care doc
umentation (Table 2).

The prevalence of symptoms among patients is compared 
in the training (n¼6524) and testing (n¼1632) groups, as 
illustrated in Table 3. This comparison highlights the occur
rence rates of various symptoms like anxiety, appetite loss, 
and pain, providing a clear view of their distribution across 
both datasets.

In our study, as evidenced by the comparative AUC and F- 
1 score analysis (Table 4) and ROC curve analysis (Figure 1), 
the RF model consistently demonstrates superior perform
ance in predicting a variety of cancer-related symptoms, 
showing a slight advantage over the LR and XGB models 
with its marginally higher AUC and F1-score (highest macro 
average AUC and F1-score as well). The predictive models 

demonstrated varying levels of effectiveness for different 
symptoms. For constipation, the model achieved an AUC of 
0.754, indicating good predictive performance, crucial for 
early intervention in cancer patients with multimorbidity to 
improve comfort and prevent severe complications like bowel 
obstruction. Fatigue, with an AUC of 0.781, was effectively 
predicted, allowing for proactive management through per
sonalized interventions such as nutritional support and exer
cise programs. The pain prediction model also performed 
well (AUC¼0.779), emphasizing the importance of prompt 
pain management to enhance overall well-being and treat
ment adherence. Anxiety prediction (AUC¼0.762) was 
effective, highlighting the model’s utility in identifying 
patients needing early psychological support to improve men
tal health and treatment adherence. Depression, with an AUC 
of 0.738, underscored the necessity for routine screening and 
early intervention to mitigate its adverse effects on treatment 
outcomes and quality of life.

Symptom prediction care example: fatigue
We have selected fatigue as the exemplary symptom for the 
SHAP analysis due to its prevalence and significant impact on 
the lives of patients with cancer with multimorbidity. The 
SHAP analysis for all 12 symptoms is detailed in the appen
dix (Supplementary Appendix A and B).

The SHAP summary plot for fatigue (Figure 2), featuring 
the top 20 predictors, identifies allergy, colitis and related dis
eases, and peripheral neuropathy as the foremost predictors 
of fatigue according to the best RF model. The distribution of 
SHAP values for most variables shows that the presence of 
the variable (red dots) spreads widely to the right of the zero 
line, and the absence of the variable (blue dots) clusters nar
rowly to the left. This pattern indicates that most variables 
have a significant and variable influence on increasing the 
model’s prediction when present and a minor, stable influ
ence on decreasing the prediction when absent. The model 
also underscores the importance of cancer stages, particularly 
noting that regional/distant have a greater predictive value 
for fatigue than in-situ/localized. Additionally, multimorbid
ity (ie, the total number of chronic conditions) appears as a 
critical predictor. The multimorbidity category of very high 
(ie, 19-44) predicts fatigue more significantly than high (ie, 
13-19). None of the cancer treatment modalities is identified 
as a top predictor of fatigue.

To demonstrate how these results can be used to model 
predictions at the person level, SHAP force plots were gener
ated for the 12 target symptoms. We calculated the total 
number of symptoms per patient and subsequently calculated 
the quartiles for these symptom totals. Two patients were 
randomly selected from different quartiles for comparison: 1 
from the third quartile, exhibiting 10 or more symptoms, and 
another from the first quartile, with 5 or fewer symptoms. 
The first patient, representing the high symptom count cate
gory, is a married White male aged between 40 and 59, diag
nosed with cancer of the male urinary system and possessing 
a very high multimorbidity index. The second patient, from 
the low symptom count category, shares a similar demo
graphic profile but has cancer in the mesothelial system and a 
low multimorbidity count. Despite having different numbers 
of symptoms, both patients are at the in-situ/localized stage 
of cancer. This makes it easier to study how the number of 
symptoms affects patients at a similar stage in their illness.45

Table 3. Symptom prevalence in training and test patient populations.

Patients with  
symptoms  
(Train) (n¼6524)

Patients with  
symptoms  
(Test) (n¼ 1632)

Anxiety 5599 (85.8%) 1429 (87.6%)
Appetite loss 2307 (35.4%) 555 (34.0%)
Constipation 3809 (58.4%) 943 (57.8%)
Depressed mood 3376 (51.7%) 869 (53.2%)
Disturbed sleep 1724 (26.4%) 405 (24.8%)
Fatigue 4794 (73.5%) 1222 (74.9%)
Impaired memory 1240 (19.0%) 348 (21.3%)
Nausea 5073 (77.8%) 1254 (76.8%)
Pain 6281 (96.3%) 1570 (96.2%)
Pruritus 2571 (39.4%) 677 (41.5%)
Shortness of breath 5298 (81.2%) 1351 (82.8%)
Swelling 5769 (88.4%) 1454 (89.1%)

Table 4. Performance results of 3 machine learning models (bold values 
indicate the best performance for each symptom).

Symptoms

Logistic regression Random forest XGBoost

AUC F1 score AUC F1 score AUC F1 score

Anxiety 0.754 0.854 0.762 0.888a 0.764 0.857
Appetite loss 0.760 0.615 0.769 0.610 0.769 0.627
Constipation 0.748 0.727 0.744 0.733 0.736 0.718
Depressed mood 0.745 0.672 0.738 0.669 0.741 0.668
Disturbed sleep 0.711 0.480 0.731 0.482 0.732 0.499
Fatigue 0.786 0.810 0.781 0.827 0.794 0.820
Impaired memory 0.662 0.380 0.721 0.373 0.690 0.424
Nausea 0.749 0.802 0.749 0.835 0.744 0.797
Pain 0.765 0.914 0.779 0.954 0.765 0.929
Pruritus 0.730 0.620 0.729 0.598 0.734 0.589
Shortness of breath 0.770 0.838 0.769 0.873 0.770 0.836
Swelling 0.780 0.878 0.783 0.912 0.790 0.888

Macro average 0.747 0.716 0.755 0.729 0.753 0.720

a Note: Bold values indicate the best performance for each symptom 
across the three models (based on both AUC and F1 score).
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These patients were randomly selected from their respective 
symptom prevalence groups.

In the force plots for Patient 1 and Patient 2 (Figure 3A 
and B, respectively), we see contrasting predictions for fatigue 
based on their individual demographic and health status. 
Patient 1 has a high prediction of 0.87 for fatigue, well above 

the base value of 0.5. This is influenced by conditions like 
allergy, anemia, neurotic stress-related and somatoform dis
eases, very high multimorbidity, and other metabolic dis
eases, each pushing the prediction upwards. The absence of 
peripheral neuropathy slightly lowers the prediction for 
patient 1 and does not significantly alter the overall high 

Figure 1. Comparative ROC curves for symptom prediction models. Each panel is a symptom and shows ROC curves for models including logistic 
regression (LR), random forest (RF), and XGBoost (XGB), with the area under the curve (AUC) metric provided for each.
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likelihood of experiencing fatigue. In contrast, Patient 2’s 
prediction of 0.26 indicates a lower possibility of fatigue, 
with the absence of allergy, colitis and related diseases, 
peripheral neuropathy, and other metabolic diseases driving 
the prediction down. The presence of primary site mesothelial 
and stage in situ/localized has a minor upward effect but not 
enough to shift the overall prediction towards a higher likeli
hood of fatigue.

Discussion
In this study, we successfully built ML models to predict 12 
common cancer symptoms and to create person-level algo
rithms that predict the likelihood of symptom development at 
the individual level. The recognition of variability in the 

primary site, stage, and treatment of cancer and pre-existing 
multimorbidity underscores the need for greater precision in 
predicting which patients will develop which cancer symptoms. 
This study challenges the current paradigm in cancer symptom 
management, showing that multimorbidity and patient charac
teristics influence symptoms more than cancer diagnosis or 
treatments. Clinicians should consider multimorbidity in their 
assessments and develop personalized management plans for 
proactive monitoring and early intervention. Clinical infor
matics tools can be developed to enhance clinicians’ ability to 
include such a wide array of factors. EHR systems that both 
capture multimorbidity data and provide predictive tools to 
identify at-risk patients are needed to implement these goals.

A key strength of our approach is using free-text notes for 
symptom data, which are not readily available in structured 

Figure 2. SHAP value summary plot for fatigue prediction using random forest classifier. The y-axis represents the variables in the decreasing order of 
their importance and the x-axis shows the SHAP values indicating their impact. Positive SHAP values push predictions towards the positive class, while 
negative values push towards the negative class. Dot colors are variable value levels—red for high and blue for low. The spread and density of the dots 
across the plot reflect the variability and frequency of each condition’s influence on prediction of fatigue.

Figure 3. SHAP force plots for patients 1 and 2. Individual impact of variables on prediction of fatigue for patient 1 (A) and patient 2 (B), with color-coded 
arrows indicating the direction and magnitude of each variable’s influence, all converging to shift the prediction from a base value.

6                                                                                                                                                                                               JAMIA Open, 2024, Vol. 7, No. 3 



EHR data. These notes, authored primarily by physicians and 
nurses, cover a wide range of visit types (in-patient progress 
notes, outpatient clinic notes, and telephone calls). The range 
of visit types, capturing diverse interactions where symptoms 
may be documented. We excluded admission, discharge, and 
nurses’ flowsheet notes, focusing instead on the chronic 
symptom experience of patients with cancer, which is largely 
out-patient. Including inpatient notes would skew the data 
toward acute symptoms linked to hospitalization. Future 
research should consider health system factors, like care set
ting, in symptom development.

Implementing interpretable ML algorithms, in this study, a 
highly demonstrated a targeted approach to symptom predic
tion among patients with cancer with multimorbidity. Our 
method, through intentional selection of individual patient 
characteristics is a move toward precision clinical decision- 
support for health care providers. This precision is particu
larly relevant to the 12 symptoms selected for this study. 
Anxiety, appetite loss, constipation, depressed mood, dis
turbed sleep, fatigue, impaired memory, nausea/vomiting, 
pain, pruritus, shortness of breath, and swelling are highly 
distressing and common across cancer primary sites and 
stages, and they have significant effect on quality of life.46–48

Identifying patients who are likely to experience these symp
toms provides an opportunity for personalized management 
strategies that optimize patient care and improve overall 
well-being. For instance, constipation has an AUC of 0.754, 
indicating good predictive performance. This means the 
model can reliably identify cancer patients with multimorbid
ity who are at risk for constipation. Early identification and 
intervention can significantly improve comfort and quality of 
life and prevent severe complications like bowel obstruction. 
Healthcare providers can proactively manage constipation 
through dietary adjustments, hydration, and medications, 
thus reducing the burden of this symptom and enhancing 
overall patient care.

RF demonstrated a notable performance in predicting a 
range of symptoms in patients with cancer (Table 4, Figure 1). 
The superior performance of RF can be attributed to RF’s 
ability to handle variable interactions without extensive vari
able engineering.49 Additionally, RF’s robustness against 
overfitting50 and its capacity to manage missing data and var
iability common in real-world51 make it particularly adept 
for EHR derived datasets. Even in cases where symptom pre
dictions may not be inherently complex, RF maintained com
parable performance with other models, indicating its 
versatility.

The analysis of SHAP summary plots reveals the complex 
and varied set of risk factors affecting symptom development 
in this sample, with specific chronic conditions, total multi
morbidity, and demographic factors being key (Supplemen
tary Appendix A). Review of the factors present across all 12 
symptoms, allergies, mental health disorders, and total multi
morbidity are significant predictors, with their presence or 
absence markedly affecting symptom likelihoods. The protec
tive and risk association of having a diagnosis of allergy in 
the development of all the symptoms is consistent with estab
lished research describing the complex interplay between 
immune response and the development of both physical and 
emotional symptoms.52,53 This finding is supported by pre
vious published research describing how multiple symptoms 
significantly affect patient-reported outcomes, highlighting 

the importance of other health conditions on the symptom 
experience of patients with cancer.46,54

The impact of conditions like peripheral neuropathy and 
colitis in patients with cancer points to a complicated interac
tion where the effects of conditions not related to cancer play 
a significant role. The interactions between cancer and other 
chronic medical conditions make sense anecdotally but it is 
particularly hard to predict and manage in clinical care result
ing in providers basing their management of established clini
cal guidelines.45 Our approach of using real-world data and a 
wide range of potential predictors builds on previous research 
demonstrating that cancer related symptoms appear and vary 
depending on the stage and location of the cancer and the 
treatment methods used.55–57 Future research is needed to 
include the potential effect of medications for the manage
ment of chronic conditions as well as the presence of these 
symptoms prior to the diagnosis of cancer. For example, does 
a diagnosis of chronic pain and use of analgesics for that con
dition impact the development of pain during cancer 
treatment?

The force plot analysis for patients 1 and 2 across various 
symptoms offers a compelling comparison, highlighting the 
significant impact of chronic conditions, demographic fac
tors, and specific diseases on symptom likelihood (Supple
mentary Appendix B). These person-level predictions 
demonstrate the potential clinical utility of this research. Not 
only can we identify the most salient factors associated with 
symptom develop across the sample, but we can also derive 
person-level predictions that reflect the complex relationship 
among factors that provide either protection or increased risk 
for developing symptoms. Patient 1’s symptom predictions 
are markedly influenced by the presence of conditions such as 
depression and mood diseases, neurotic stress-related and 
somatoform diseases, allergies, and others, consistently ele
vating the likelihood of experiencing a range of symptoms 
from anxiety to swelling. The absence of certain conditions 
occasionally mitigates these predictions, albeit modestly. In 
contrast, patient 2’s analyses reveal a nuanced interplay 
where the absence of allergies and specific diseases results in 
lower predictive values for symptoms, with some conditions 
and demographic factors providing mixed effects. The con
trast between these 2 patients underscores the individualized 
nature of symptom development, emphasizing the need for 
personalized healthcare approaches that account for number 
and range factors that influence symptom development.

Including multiple chronic conditions in the models 
revealed their significant role in cancer symptom develop
ment, surpassing the impact of cancer diagnosis, stage, and 
treatment. These results advance cancer symptom science by 
helping our understanding of individual variability. They also 
pave the way for clinical prediction models integrated into 
EHRs, offering real-time alerts and symptom management 
recommendations to healthcare providers. Similarly, these 
algorithms can power eHealth interventions, such as mobile 
apps, to provide patient symptom management directly.

Limitations
Even though the demographics of our sample were represen
tative of Iowa patients with cancer, using data from one insti
tution alone detracts from generalizing our findings. 
Furthermore, it does not allow drawing any causal inference 
because of its retrospective design. In this proof-of-concept 
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study, symptoms were treated as dichotomous outcome vari
ables. Next steps will provide more nuance in the predictions 
including the temporal nature of symptoms waxing and wan
ing over time. Lastly, this study is also limited by selection 
bias and general limitations common to EHR data.

Although this study predicted individual symptoms, future 
studies could predict co-occurring symptoms for a compre
hensive outlook. This work applies common, uncomplicated 
predictive models. Future research is needed that employs 
more sophisticated methods to determine if stronger results 
can be achieved. In addition, it is important for integration of 
self-reported symptoms in EHR data with self-reported 
symptom records to understand the experience of symptoms 
comprehensively.

There are several various predictors that could have been 
included in the modeling, such as medications and medical 
procedures. Medication data, for example, has the potential 
to serve as an influence on the development of symptoms. 
Frequently medications are used to manage symptoms and/or 
causes side-effects/symptoms of their own. However, it is dif
ficult to determine if the patient has filled a prescription and 
is taking the medication. Furthermore, the purpose of this 
research was not to determine a specific list of predictors for 
each symptom, but rather to demonstrate a methodological 
proof-of-concept that symptom prediction is complex and 
that at the individual level factors vary widely on what are 
risk and protective factors.

Conclusion
Our study leverages EHR to delve into the symptomatology 
of patients with cancer, revealing a complex interplay 
between numerous factors influencing symptom develop
ment. The results of RF models highlight the significance of 
total multimorbidity, specific chronic conditions, and demo
graphic characteristics in shaping symptom risks. The RF 
model’s performance and robustness make it ideal for future 
clinical decision-making. The SHAP analysis, focusing on 
fatigue as an exemplar, illustrates how non-cancer related 
factors can emerge as primary influencers in the development 
of symptoms. Furthermore, the individualized force plot 
analyses for 2 patients show variability in symptom predic
tions, emphasizing the necessity and opportunity for highly 
personalized care. By highlighting the nuanced role of non- 
cancer-specific conditions in symptom development, our find
ings suggest that a broad and integrated approach to predict
ing cancer symptoms is possible, thus paving the way for 
tailored interventions and enhanced patient support systems. 
Future work should focus on validating these models across 
with more racially and ethnically diverse samples and in other 
health care systems. This study marks a pivotal step towards 
integrating complex clinical prediction models into health
care systems, potentially transforming patient care through 
real-time, data-driven insights.
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