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Abstract
We developed a method to apply artificial neural networks (ANNs) for predicting 
time- series pharmacokinetics (PKs), and an interpretable the ANN- PK model, which 
can explain the evidence of prediction by applying Shapley additive explanations 
(SHAP). A previous population PK (PopPK) model of cyclosporin A was used as the 
comparison model. The patients’ data were used for the ANN- PK model input, and 
the output by ANN was the clearance (CL). The estimated CL value from the ANN 
were substituted into the one- compartment with one- order absorption model, the con-
centrations were calculated, and the parameters of ANN were updated by the back- 
propagation method. Kernel SHAP was applied to the trained model and the SHAP 
value of each input was calculated. The root mean squared error for the PopPK model 
and the ANN- PK model were 41.1 and 31.0 ng/ml, respectively. The goodness of fit 
plots for the ANN- PK model represented more convergence to y = x compared with 
that for the PopPK model, with good model performance for the ANN- PK model. The 
most influential factors on CL output were age and body weight from the evaluation 
using Kernel SHAP, and these factors were incorporated into the PopPK model as 
the significant covariates of CL. The ANN- PK model could handle time- series data 
and showed higher prediction accuracy then the conventional PopPK model, and the 
scientific validity for the model could be evaluated by applying SHAP.

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
A black- box property of an artificial neural network (ANN) decreases the scientific 
confidence of the model, and making it difficult to utilize the ANN in the medical 
field. Moreover, difficulty in handling the time- series data is a significant problem for 
applying the ANN for pharmacometrics study.
WHAT QUESTION DID THIS STUDY ADDRESS?
How can we apply the ANN for predicting the time- series pharmacokinetics (PKs) , 
and confirm the scientific validity of the ANN model?
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INTRODUCTION

The handling of big data and complex mathematical mod-
els has become possible with developments in computer 
technology and data sciences, such as artificial intelli-
gence (AI) and machine learning.1 In the medical field, the 
focus has been on the application of AI to diagnosis using 
medical image data, drug discovery, and drug reposition-
ing.2– 5 Some studies have tried to apply AI and machine 
learning to pharmacometrics.6– 9 For example, Yamashita 
et al. automated covariate selection in pharmacometrics 
model building by applying gene expression programing, 
making it possible to build a significantly better fitting 
model than a previous one.6 Some researchers have applied 
tree algorithms and artificial neural networks (ANNs) to 
pharmacometrics.9,10

The trigger of the current AI boom is deep learning, 
a machine- learning method using a deep neural network 
(DNN) in which the machine- learning model mimics the 
neurotransmitter system.11 DNN, a model based on ANN, 
has multiple (deep) hidden layers. Both ANN and DNN con-
sist of three types of layers: input layer, hidden layers, and 
output layer.12 Each layer has multiple units called neurons, 
and the sum of the weighted value of each unit is propagated 
to the next layer. ANN and DNN can learn the features of 
data by themselves, thus improving the analytical accuracy 
of data from which it is difficult to extract features, such as 
image data.13

Application of ANN and DNN is expected to improve 
the accuracy of predicting pharmacokinetics (PKs), clinical 
efficacies, and side effects by identifying features of data 
that have not been discovered in previous empirical mod-
eling. However, there are two significant problems in uti-
lizing these machine- learning models in pharmacometrics. 
First, the progress from input to output becomes a black- 
box by using ANN or DNN, and the interpretability of the 
model markedly decreases.14– 16 Even if the developed model 
has great accuracy and performance, it may be difficult to 
use it in the drug development or medical settings because 

developers and physicians cannot judge if the model is sci-
entifically appropriate. The second problem is that it is dif-
ficult for ANN and DNN to handle time- series data. The 
principle of pharmacometrics is evaluating time- series vari-
ations in PKs and pharmacodynamics. There are some tech-
niques for handling time- series data with ANN and DNN, 
such as recurrent neural networks, but as the complexity 
of the models increase, their interpretability decreases.17 
Yamamura et al. have reported a study which applied ANN 
to predict drug blood concentration, but the sampling timing 
was fixed and their model could only predict drug concen-
trations for limited timing.9

The interpretability of a model decreases in exchange 
for an increase in its accuracy. This is a problem not only 
for deep learning, but also for ensemble learning and gra-
dient boosting methods, which have become popular in re-
cent years.18– 20 The rationale for the results obtained from 
simpler decision tree models can be easily explained, but 
accuracy becomes a trade- off for simplicity.21 Ensample 
learning enables the construction of models with better ac-
curacy and handles more complex data, but these models 
are usually more complex than traditional machine- learning 
models.22,23 Therefore, Shapley additive explanations 
(SHAP) have been suggested to calculate the contribution 
of each feature (input) to the output.19 SHAP is an exten-
sion of a Shapley value in cooperative game theory as a 
method for calculating the contribution of each feature in 
machine learning. SHAP values are calculated by deter-
mining the difference between the predicted values with 
and without the addition of each feature (i.e., the effect of 
adding each feature) for all combinations, and taking the 
average. It thus becomes possible to understand which fea-
tures have a significant influence on the output (prediction) 
and whether the influence is positive or negative by calcu-
lating the SHAP values.

The aims of this study were (1) to develop and evaluate a 
method to apply ANN for predicting time- series PKs, and (2) 
to develop an interpretable AI model which can explain the 
evidence of prediction by applying SHAP.

WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
Using the ANN in combination with a conventional compartment (ANN- PK) 
model enabled to handle the time- series PK data, and the predicting performance 
of the model was higher than that of the population PK model. Furthermore, we 
could evaluate the scientific validity of the ANN model by applying the Shapley 
additive explanations.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, DEVELOPMENT, 
AND/OR THERAPEUTICS?
We expect that our study will contribute to develop the interpretable ANN model, 
which can predict the time- series PKs, drug efficacies, and side effects with high 
prediction performance.
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METHODS

Comparison model (population 
pharmacokinetic model)

This study was conducted with the approval of the eth-
ics committee of Nihon University (School of Pharmacy, 
approval number: 20- 012). A previous population PK 
(PopPK) model of cyclosporin A was used as the com-
parison model.24 The same data as the previous study were 
used for the present analysis, and the data used were from 
36 patients with 89 drug blood concentrations. Details 
of the comparison PopPK model are shown in Table S1. 
The final PopPK model in the previous study was a one- 
compartment with a one- order absorption model, and the 
influence of age and of body weight of the patients were 
incorporated into the model as significant covariates for 
clearance.

Artificial neural network 
pharmacokinetic model

The basic structure of the ANN- PK model is presented in 
Figure 1. The clinical data and background of patients were 
used for the model input, and the output by ANN was the 
clearance (CL). The estimated CL value from the ANN, the 
previously reported values of a volume of distribution, and 
an absorption rate constant were substituted into the one- 
compartment with one- order absorption model, and predic-
tions of drug concentrations were calculated. Differences 
between the predictions and observed values were calcu-
lated, and the weights in the ANN were updated by the back- 
propagation method. Mean squared errors (MSEs) were used 
as the loss function (Equation 1), and Adam was used for the 
parameter optimization.25 Minibatch learning was performed 
in each training. Training and evaluating the ANN- PK model 
were performed using Python version 3.7.9 with Anaconda 
3 version 4.8.5 (Anaconda, Inc.). PyTorch version 1.7.0 

(https://pytor ch.org/) was used as the framework for deep 
learning.

n represents the number of training data items. ŷi and yi 
represent the predicted and observed drug concentrations of 
ith data, respectively.

Preprocessing of input data

Sex (SEX), age (AGE; year), body weight (WT; kg), alanine 
aminotransferase value (ALT; U/L), aspartate aminotransferase 
value (AST; U/L), and serum creatinine value (SCR; mg/dl) 
were used as the inputs for the ANN- PK model. These inputs 
were standardized using the mean and SD of each input be-
cause the scale of each input value was different (Equation 2).

x
std (i) and x (i) represent the standardized or original val-

ues of ith data, respectively, and x and sx represent the mean 
and SD of feature x, respectively.

Cross validation and evaluation of model 
performance

The leave- one- out method was used as the cross validation 
for the ANN- PK model (Figure S1).26 Of the 36 patients, 35 
were assigned to the training data, and 1 patient was assigned 
to the test data. Training was performed 36 times to assign all 
36 patients once to the test data. All parameters in the ANN 
were initialized before starting training, independent train-
ing was performed 36 times. The precision of model predic-
tion was evaluated by the root mean squared error (RMSE; 
Equation 3) and goodness of fit (GOF) plots.

(1)MSE =
1

n
∙

n
∑

i= 1

(

ŷi − yi

)2

(2)x
std (i) =

x (i) − x

sx

F I G U R E  1  Basic structure of an artificial neural network pharmacokinetic model. SHAP, Shapley additive explanations; ANN, artificial 
neural network; CL, clearance; PK, pharmacokinetic; CPRED, predicted values of cyclosporine concentration

https://pytorch.org/
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n represents the number of data items. ŷi and yi represent 
the predicted and observed drug concentrations of ith data, 
respectively.

Applying Kernel SHAP to explain the 
influence of patient data on CL

Kernel SHAP was applied to the trained model and SHAP 
values were calculated to evaluate the influence of each input 
on CL output by the ANN.19 The Kernel SHAP was per-
formed using KernelExplainer in the shap module (version 
0.36.0).

RESULTS

Final ANN- PK model

The final ANN model is shown in Figure 2. The ANN in the 
final model had 3 hidden layers, with the number of neurons 
being 30 units in the first layer and 60 units in the second 

and third layers. A parametric rectified linear unit was used 
as the activation function in the hidden layers.27 The GOF 
plots for the PopPK model and the final ANN- PK model are 
compared in Figure  3. These plots represent observations 
versus predictions of drug concentrations, and plots were 
evenly distributed around y = x in each model. The RMSE 
for the PopPK model and the ANN- PK model were 41.1 and 
31.0 ng/ml, respectively. The coefficient of determination for 
these models was 0.932 for the PopPK model and 0.961 for 
the ANN- PK model.

Influence of patient data on CL

The results of evaluating the influence of inputs on output of 
CL using Kernel SHAP in 10 of 36 training sets are shown 
in Figures 4 and 5, and the results for all 36 training sets are 
shown in Figures S2 and S3. Bar- plots in Figure 4 represent 
the mean of the absolute SHAP value (MEAN[SHAP]) for each 
input. As the MEAN[SHAP] for AGE was largest in 21 of 36 
training sets, the influence of AGE on output of CL was the 
largest for 6 types of inputs. Moreover, AGE was the most 
influential input, followed by WT in 18 of the 36 training 
sets. Colored plots in Figure 5 represent SHAP values, and 
red and blue plots represent larger and smaller values, respec-
tively. In the plots for AGE, red points were distributed in the 
range of negative SHAP values, indicating that the output CL 
values were smaller with higher AGE. On the other hand, for 
WT, red points were distributed in the range of the positive 
SHAP values, indicating that output CL values were larger 
for higher WT.

DISCUSSION

In this study, the ANN- PK model to predict time- series 
cyclosporin A concentrations was constructed by using a 
simple ANN model in combination with a conventional com-
partment model. The application of Kernel SHAP to the con-
structed model allowed us to evaluate the influence of each 
input value on the output of the PK parameter.

Hold- out methods or cross- validation methods, such as 
the k- fold and leave- one- out methods, are generally used for 
evaluating the performance of machine- learning models.26 
Using the leave- one- out method is recommended when the 
available data size is small; thus, the performance of the 
ANN- PK model was evaluated using this cross- validation 
method.

The RMSE for the PopPK model and the final ANN- PK 
model were 41.1 and 31.0 ng/ml, respectively, and the predic-
tion accuracy of drug concentrations increased by applying 
the ANN. The GOF plots for the ANN- PK model represented 
more convergence to y = x compared with that for the PopPK 

(3)RMSE =

√

√

√

√

1

n
∙

n
∑

i= 1

(

ŷi − yi

)2

F I G U R E  2  Structure of the final artificial neural network (ANN) 
model. The number of hidden layers in the final ANN model was 
three, and each layer consisted of 30, 60, and 60 units of neurons. The 
activation function in hidden layers was a parametric rectified linear 
unit (PReLU). SEX, sex; AGE, age (year); WT, body weight (kg); 
ALT, alanine aminotransferase (U/L); AST, aspartate transaminase 
(U/L); SCR, serum creatinine (mg/dl); W(n), nth weights in ANN 
model; PReLU, parametric rectified linear unit; CL, clearance



764 |   OGAMI et Al.

model, with good model performance for the ANN- PK model 
(Figure 3). For the PopPK model, the data for all 36 patients 
were used for the model building and the prediction accu-
racy was evaluated with the same data, whereas the data for 
35 of the 36 patients were used for training of the ANN- PK 
model. Therefore, the prediction accuracy of the ANN- PK 
model was better despite the use of fewer patients for train-
ing. This indicates the usefulness of ANN for predicting drug 
concentrations.

When the PopPK model is built, the complexity of the 
model should be considered to prevent overfitting of the data 
used for parameter estimation. The presence of multiple units 
and hidden layers in the ANN models enable the feature learn-
ing of the input data by themselves. Thus, the advantage of 
using the ANN model was determined through its complexity. 
This implies that it is difficult to simply compare and evaluate 
the complexity of the PopPK and ANN models, because only 
the prediction performance was compared in this study. To con-
firm that overtraining did not occur in the ANN- PK model, the 
leave- one- out method was performed and the loss function in 
the test data was monitored (Figure S4).

The most influential factors on CL output were AGE and 
WT from the evaluation using Kernel SHAP. These factors 
were incorporated into the PopPK model as the significant 
covariates of CL, so that the results from this study were con-
sistent with those of the previous study.24 Figure 5 suggests 
that the output CL values decreased with increasing AGE and 
increased with increasing WT. It has been reported that the 
elimination of cyclosporine from blood is age- dependent and 

the CL is large in younger patients.28,29 It is also generally 
known that the basal metabolism increases in proportion to 
the 3/4 power of body weight.30 Therefore, the results of the 
Kernel SHAP evaluation were scientifically and biologically 
appropriate.

The interaction between PK parameters should be con-
sidered when predicting drug concentrations in the blood. 
In this study, the CL output from the ANN- PK model was 
substituted for the compartment model, and the weights (pa-
rameters) in the ANN- PK model were updated based on the 
predicted concentrations calculated from the compartment 
model. Therefore, the interaction between CL and volume 
of distribution (Vd) in the ANN- PK model could be consid-
ered the same as that in the PopPK analysis when first- order 
absorption rate constant (Ka) and Vd were fixed. It is also 
possible to have both CL and Vd simultaneously as outputs 
using the ANN model, in which case the interaction between 
CL and Vd is expected to be the same as when estimating 
both CL and Vd in the PopPK analysis. However, to evaluate 
the interaction numerically and visually in the ANN model, 
developing a novel evaluation method is necessary, as well as 
applying SHAP to visualize the influence of patient data on 
CL, which we will address in our future work.

Although the ANN model alone can predict drug blood 
concentrations, there are two advantages to using it in com-
bination with the conventional compartment model. First, 
this prevents the model from becoming a complete black- box 
model from input to output. In the present study, the influ-
ences of inputs were also evaluated using SHAP, but when the 

F I G U R E  3  Goodness of fit plots for the population pharmacokinetic (PopPK) model and the artificial neural network pharmacokinetic (ANN- 
PK) model. Open circles represent observations (OBS) versus predictions (PRED) by the PopPK model (a) and the ANN- PK model (b), and solid 
lines represent y = x
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output from the ANN is drug concentrations, it is not possible 
to determine which phase of PKs (absorption, distribution, or 
elimination) is affected by the input. By using the output of the 
ANN as the PK parameters, it is possible to separately evaluate 

the influence of the inputs on each PK parameter. The second 
advantage was that we could handle the time- series data. This 
was difficult to do with the ANN, and the sampling timing was 
fixed in the previous study which applied the ANN to predict 

F I G U R E  4  Summary bar- plot of Kernel Shapley additive explanations (SHAP) in 10 of 36 training sets. Bar plot represents mean value of 
absolute SHAP values for each input in 10 of 36 training sets. ALT, alanine aminotransferase (U/L); AST, aspartate transaminase (U/L); AGE, age 
(year); WT, body weight (kg); SEX, sex (1 for male and 0 for female); SCR, serum creatinine (mg/dl)
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F I G U R E  5  Summary plots of Kernel Shapley additive explanations (SHAP) in 10 of 36 training sets. The influence of each input on 
estimating clearance (CL) in 10 of 36 training sets is shown as colored plots. Red or blue plots represent higher or lower values of inputs, 
respectively. If the red plot is in the positive range of SHAP values, the higher CL value was the output with the higher input value. ALT, alanine 
aminotransferase (U/L); AST, aspartate transaminase (U/L); AGE, age (year); WT, body weight (kg); SEX, sex (1 for male, and 0 for female); 
SCR, serum creatinine (mg/dl)
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drug concentrations.9 It is possible to predict drug concentra-
tions at any time, or in multiple dosing by using the compart-
ment model to calculate the drug concentrations.

SHAP was used as the method to evaluate the influence 
of input on output by the ANN. SHAP has three desirable 
properties: (1) local accuracy, (2) missingness, and (3) con-
sistency.19 The trained model and the input were denoted by 
f(x) and x, respectively. The model used to explain the influ-
ence of each input and the simplified input denoted them as 
g(z) and z, respectively. When g(z) is expressed as the sum 
of the contributions of each input, “local accuracy” requires 
that f(x) matches g(z), that is, the sum of the contributions of 
each input matches f(x). “Missingness” is the property that 
the contribution of features not used to predict the model will 
be zero. “Consistency” requires that the importance of fea-
tures in the two different models be consistent with the con-
tribution of these features. In addition, SHAP does not need 
to incorporate a model explaining the contribution of the fea-
tures at training, and it is possible to evaluate the influence 
of inputs after the training.19 Thus, we can build a simple and 
highly expandable model for other drugs.

The limitation of this study was that the size of data was 
small. This is a common limitation for any drug because the 
size of data used for pharmacometrics is smaller than the 
training data used in other fields. There are two major issues 
in using small datasets for training machine learning models: 
(1) the model performance will be decreased compared to 
when training is performed with larger datasets; and (2) the 
risk of overtraining (overfitting) will increase.31– 33 The first 
problem is common for PopPK modeling as well as neural 
network models, and both the ANN- PK and PopPK models 
will show better model performance when larger datasets are 
available for model building. A previous study addressing a 
medical image identification problem showed that the accu-
racy of classification increased from 50% to over 95% when 
the number of training data was increased from 120 to 1200 
images.32 In this study, we performed a relative evaluation 
by comparing the performance between the ANN- PK and 
PopPK models instead of performing an absolute evalua-
tion. To prevent overtraining, the leave- one- out method was 
used for cross- validation, and the losses in the test data were 
checked (Figure S4). Overtraining rarely occurred in this 
study, and this may have been due to the use of the compart-
ment model, which inhibits learning that is largely out of line. 
Therefore, it may be effective to limit learning to avoid over-
learning when applying artificial intelligence and machine 
learning to pharmacometrics. Another limitation was that 
our study was only performed in cyclosporin A. To ensure 
the usefulness of the method suggested in this study, further 
evaluation of other drugs and prediction of their pharmaco-
dynamics, such as clinical efficacy and toxicity, is necessary.

The ANN- PK model developed in this study could handle 
time- series data and showed higher prediction accuracy than 

the conventional PopPK model used in predicting cyclospo-
rin A concentrations. The scientific validity of the model was 
evaluated by applying SHAP to calculate the contribution of 
each input to the output of the PK parameter. Further study 
using other drugs and the prediction of pharmacodynamics 
are necessary to ensure the usefulness of the method devel-
oped in this study.
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