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1  |  INTRODUC TION

The third AI boom, which began in 2010, has been characterized by 
its rapid evolution and diversification and is marked by the develop-
ment of key technologies such as machine learning, deep learning, 
and genetic algorithms.1 Particularly in industry, AI is moving into 
an implementation-oriented phase. With regard to medical AI, solu-
tions are being developed with implementation in mind, and many 
startup companies have been founded. Since the number of physi-
cians is expected to decrease in developed countries as the prob-
lem of declining birthrates becomes more pronounced, I believe it 

is necessary to transform medical services through the widespread 
use of digital transformation (DX).

I will outline ways AI is being applied to health care. The first is 
image recognition using deep learning. Image recognition includes 
image classification, object detection, and segmentation. Image 
classification is a technique used to identify and classify what is 
in an image. Object detection is a technique that identifies the 
location of an object in an image and what it is. Segmentation is a 
technique used to identify the boundaries of objects in pixel units. 
The second is classification based on machine learning. Machine 
learning classification requires the creation of variables called 
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Abstract
Background: The third AI boom, which began in 2010, has been characterized by the 
rapid evolution and diversification of AI and marked by the development of key tech-
nologies such as machine learning and deep learning. AI is revolutionizing the medical 
field, enhancing diagnostic accuracy, surgical outcomes, and drug production.
Methods: This review includes explanations of digital transformation (DX), the history 
of AI, the difference between machine learning and deep learning, recent AI topics, 
medical AI, and AI research in male infertility.
Main Findings (Results): In research on male infertility, I established an AI-based pre-
diction model for Johnsen scores and an AI predictive model for sperm retrieval in 
non-obstructive azoospermia, both by no-code AI.
Conclusions: AI is making constant progress. It would be ideal for physicians to ac-
quire a knowledge of AI and even create AI models. No-code AI tools have revolution-
ized model creation, allowing individuals to independently handle data preparation 
and model development. Previously a team effort, this shift empowers users to craft 
customized AI models solo, offering greater flexibility and control in the model crea-
tion process.
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features. In achieving accuracy, creating features is the most dif-
ficult process. The third is regression analysis, which is used to 
obtain a prediction equation for the numerical value that serves 
as the objective variable when dealing with numerical data. The 
fourth is text analysis, which includes sentence analysis and spo-
ken language treatment.

This review article explains what AI is, how medical AI research is 
being conducted, and examples of AI applications to male infertility.

2  |  WHAT IS DX?

Driven by emerging technologies, DX is a strategic shift in organiza-
tions that fundamentally changes how value is delivered to custom-
ers.2 It involves a holistic approach to implementing new methods 
and technologies to enhance organizational performance and com-
petitiveness.3 The integration of digital technology into all aspects 
of a business has significant impacts on business models, operational 
processes, and customer experience.4 In the context of sweeping 
social, economic, and technological changes, DX is a necessary 
and transformative process for institutions, particularly in higher 
education.5

There are three key points in promoting DX: first, develop high-
level Information Technology (IT) personnel who can promote it; 
second, upgrade digital tools through their application on a daily 
basis; and third, continuously examine existing business processes 
and digital technologies. In promoting DX in the world of medicine, 
the use of machine learning, AI, and data to drive change would be 
important.

3  |  BRIEF HISTORY OF AI

The Dartmouth Conference of 1956 is widely regarded as the 
birthplace of AI.6 This event brought together key figures in AI, in-
cluding John McCarthy, Marvin Minsky, Allen Newell, and Herbert 
Simon, who later went on to make significant contributions to the 
field.7 The conference marked the beginning of a period of great 
optimism about the potential of AI, with the belief that human in-
telligence could be replicated in machines.8 However, there have 
been significant challenges in achieving this goal, with the com-
plexity of human behavior proving to be a major obstacle.9 Despite 
these challenges, significant progress has been made in the field of 
AI in the past 50 years, and a wide range of tools and techniques 
has emerged from research.9

The first AI boom is often associated with the 1956 Dartmouth 
Conference, where the term “artificial intelligence” was coined and 
the field of AI was formally established.10,11 The ability to provide 
solutions to specific problems led to the first AI boom, with “reason-
ing” and “search” becoming the major keywords during it. Currently, 
we are considered to be in the third AI boom. Beginning in 2010, it 
has been marked by rapid evolution and diversification, particularly 
in medical diagnosis and diagnostic imaging.12 In the medical field, 

the strength of deep learning is that various types of image informa-
tion, such as CT and MRI images, can be learned and automatically 
described features. A major advantage of this is that AI can notice 
lesions that would otherwise be overlooked by physicians. In ad-
dition, the potential economic impact of the third boom has also 
been highlighted and it has been suggested that it could drive the 
development of “apps” and contribute to a new economic boom.13

4  |  MACHINE LE ARNING AND DEEP 
LE ARNING

Machine learning, a key component of AI, involves training comput-
ers to perform tasks using data and algorithms.14 It is a scientific dis-
cipline focused on developing algorithms that enable computers to 
evolve behaviors based on empirical data.15 Machine learning has di-
verse applications, from character recognition to medical diagnosis 
and product classification.16 It allows computers to learn, grow, and 
develop independently when presented with new data and has been 
applied in various domains such as self-driving cars, online recom-
mendation engines, and cyber fraud detection.17

Deep learning, a form of machine learning, is a powerful tech-
nique for constructing high-dimensional predictors in input–output 
models.18 It operates through learning in multiple levels of abstrac-
tion, making it particularly effective for pattern learning and recog-
nition.19 The algorithms used, also known as neural networks, are 
inspired by the structure of the brain and have been successful in 
complex problem-solving, such as in computer vision and language 
modeling.20 Deep learning, a key component of AI, has seen signif-
icant advances in recent years, particularly in the development of 
deep architectures and learning algorithms.21

Thus, deep learning is included in the machine learning frame-
work, where AI is defined as a larger framework that includes ma-
chine learning and deep learning.

5  |  RECENT ADVANCES IN AI

5.1  |  Foundation models

Foundation models, such as BERT, DALL-E, and GPT-3, are large 
language models that have revolutionized various fields of re-
search.22,23 BERT, a powerful language representation model, has 
been shown to significantly improve conversation modeling,24 lan-
guage understanding,25 and entity ranking.26 DALL-E is a power-
ful image generation model developed by OpenAI, an AI research 
and deployment company, which is capable of creating diverse and 
realistic images from textual descriptions. It uses a combination 
of deep learning and natural language processing to understand 
and interpret the input text, and then generate corresponding 
images. This model has been trained on a wide range of images 
and text, allowing it to produce a variety of visual concepts and 
designs. DALL-E has the potential to revolutionize the field of 



    |  3 of 8KOBAYASHI

computer-generated imagery and has already demonstrated its 
capabilities in creating unique and imaginative visuals. Also de-
veloped by OpenAI, GPT-3 is a powerful autoregressive language 
model with 175 billion parameters, capable of performing a wide 
range of natural language processing (NLP) tasks.

Chat GPT is a powerful language model based on generative 
pretrained transformer (GPT) architecture and is capable of gen-
erating human-like text.27 Having the ability to detect and correct 
grammatical errors, improve text coherence and clarity, and gener-
ate additional content,28 it has shown promise in academic editing. 
In the field of medical education, Chat GPT has been used to gener-
ate virtual patient simulations, quizzes, and curriculums, highlight-
ing its potential in this area.29 However, it is important to note that 
the model has limitations and challenges that need to be addressed.

5.2  |  Prediction model for 3D structure of proteins

AlphaFold2 is a groundbreaking protein structure prediction tool 
that has revolutionized the field of molecular biology, developed 
by DeepMind, a subsidiary of Alphabet Inc. It has been shown to 
be highly accurate, with a median domain GDT_TS of 92.4, and 
has significantly improved the state-of-the-art in protein structure 
prediction.30 GDT_TS (Global Distance Test Total Score) is a meas-
ure used to assess the accuracy of protein structure predictions. It 
has been shown to be highly accurate, with a median domain GDT_
TS of 92.4, meaning that the predicted structure is 92.4% similar 
to the true structure. The use of this tool has been extended to 
generate ensembles of structures, providing a more comprehen-
sive view of protein dynamics.31 Furthermore, AlphaFold2 has 
been used to predict the appearance of functional adaptations in 
evolution, demonstrating its versatility and potential impact on 
evolutionary biology.32

Thus, AI is constantly evolving, and a major strength is that it 
is very effective when there is a large amount of data for a single, 
uniform task.

5.3  |  What is medical AI?

AI is revolutionizing the medical field, enhancing diagnostic accu-
racy, surgical outcomes, and drug production.33 It is particularly 
impactful in medical image analysis, reducing the gap between re-
search and deployment. AI's potential to improve health care is vast, 
but it also presents challenges such as data scarcity and racial bias.34 
Despite these challenges, AI is expected to transform primary care 
and have potential applications in medical imaging analysis, drug dis-
covery, and personalized medicine.33

However, its use in health care is still in the early stages, and it 
may take until the 2030s for it to fully revolutionize the industry.35 
Reasons why the transformation of health care through AI will not 
happen immediately include the following: the data necessary for AI 
has not been digitized, technology and systems to solve the current 

situation where doctors are busy with administrative work have not 
caught up, and AI built based on data from a single facility is not ac-
curate enough for analysis of data from other facilities.

5.4  |  Developing medical AI models

The key to successfully developing medical AI models is having AI 
engineers work closely together with users. In addition, physicians 
should attempt AI programming as much as possible. Furthermore, 
development in accordance with the Cross-Industry Standard 
Process for Data Mining (CRISP-DM) will allow projects to proceed 
smoothly. CRISP-DM is a widely used process model for data mining 
projects. It was developed by a consortium of industry experts and 
is designed to be industry and technology neutral.36 The CRISP-DM 
model consists of six phases (Figure 1): 1. business understanding, 2. 
data understanding, 3. data preparation, 4. modeling, 5. evaluation, 
and 6. deployment.

5.4.1  |  Business understanding

This is the phase in which the AI developer works with the user and 
the marketing manager to understand the business situation. In this 
case, the user is assumed to be a physician. Close communication 
between the AI developer and the user is critical.

5.4.2  |  Data understanding

The AI developer has to be able to understand the data. The user, 
the physician, needs to teach the AI developer the respective 
terminology.

5.4.3  |  Data preparation

The AI developer converts the data provided by the user into a format 
suitable for AI development. This operation is called data cleansing.

F I G U R E  1 Six phases of CRISP-DM.
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5.4.4  | Modeling

The AI developer creates an AI model that meets the customer's 
requirements, taking into account data items, quantity, and quality.

5.4.5  |  Evaluation

The developed AI model is evaluated. If the value of the evaluation 
index does not reach the target, improve the model or consider a 
different method of proceeding.

5.4.6  |  Deployment

Once evaluation of the model is complete and goals are met, deploy 
to the field. Consider the User Interface (UI)/User Experience (UX) 
layout so that the tool is easy to use.

The CRISP-DM model also includes a hierarchical and iterative 
approach, allowing for flexibility in its application.37 For example, 
It has been extended to address specific challenges in various do-
mains, such as medicine38 and machine learning.39 These extensions 
provide a more detailed framework for conducting data mining anal-
ysis in these specialized fields.

6  |  AI MOVING FROM “CRE ATION” TO 
“USE”

6.1  |  No-code AI

No-code AI is a service that enables machine learning without the 
need for coding, or the help of machine learning engineers, data scien-
tists, or other specialists. It is also called automated machine learning 
(AutoML). The emergence of no-code AI tools has been transforming 
various domains, including industrial process engineering,40 business 
process automation,41 and software development.42,43

No-code AI allows physicians with no expertise in AI to create 
AI models. As an example, in a study that comprehensively analyzed 
the performance and feature set of six no-code AI platforms using 
four representative medical imaging datasets to create image classi-
fication models, those of Amazon and Google demonstrated higher 
classification performance, with Amazon's performing significantly 
better than Apple's.

Although the study did not show significant performance dif-
ferences among the leading platforms, they differed significantly in 
terms of the critically important evaluation features available. The 
authors believed that code-free deep learning platforms have the 
potential to improve access to deep learning for both clinicians and 
biomedical researchers.44

Until now, creating an AI model has required a team and multiple 
people to work on it. With no-code; however, a single person can 
be responsible for preparing data and creating AI models. This gives 

the user the advantage of being able to create the AI model he or 
she wants to create by him/herself. In addition, I think that no-code 
could automate the modeling in CRISP-DM.

6.2  |  Research on application of AI to male 
infertility

We have created an image recognition AI model and a predictive ana-
lytics AI model for male infertility, which are described in the following.

6.3  |  AI-based prediction model for Johnsen scores

Patients with azoospermia need to undergo testicular sperm extrac-
tion (TESE) to obtain mature sperm. This comprises conventional TESE 
(for obstructive type) and microdissection TESE (micro-TESE) (for non-
obstructive type). In addition, the condition of the testis is checked by 
collecting a piece of testis tissue in TESE, where the Johnsen score 
is an effective means of evaluating histological features of the testis.

Evaluation of testicular histology is an important end point in un-
derstanding male infertility. Spermatogenic potential is evaluated by 
the Johnsen score. Published in 1970, it is still in use today.45 The 
score ranges from 1 to 10 points; the higher the score, the greater 
the spermatogenic potential, with spermatozoa observable for a 
score of 8 or higher. Johnsen scores are determined through ex-
amination by pathologists. However, the time taken for patients to 
know the result not only places an emotional burden on them but 
also hinders treatment plans.

Therefore, we created a computer vision algorithm for classify-
ing Johnsen scores using a no-code AI approach.46 We defined four 
labels: Johnsen score 1–3, 4–5, 6–7, and 8–10, to distinguish Johnsen 
score ranges. Briefly, we obtained a dataset of 7155 images of tes-
ticular tissue at magnification 400X and developed an AI-based 
algorithm for evaluating Johnsen scores, with an AUC of 82.6% 
(Figure 2A). We also obtained a dataset of 9822 expansion images 
for 5.0 X 5.0 cm cutouts and developed an AI-based algorithm for 
evaluating Johnsen scores, with an AUC of 99.5% (Figure 2B). The 
algorithms have the potential to support pathologists' evaluations 
and could be used as an alternative to traditional Johnsen scoring.

6.4  |  AI predictive model for sperm retrieval 
in non-obstructive azoospermia

The sperm extraction rate by micro-TESE in non-obstructive azoo-
spermia (NOA) was reported to be about 34.0% in Japan, which is 
not very high.47 In addition, there had been no factors predictive of 
sperm retrieval. Therefore, we attempted to create an AI model for 
predicting sperm retrieval in patients with NOA before undergoing 
micro-TESE. Briefly, we performed sperm retrieval in patients with 
NOA and developed an AI model using Prediction One, which does 
not require coding, to make an AI prediction model for predicting 
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F I G U R E  2 AI-based algorithm for 
predicting Johnsen scores.

F I G U R E  3 AI model for predicting 
sperm retrieval in patients with NOA 
before undergoing micro-TESE.
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the possibility of sperm retrieval before micro-TESE. To do this, we 
obtained data from the medical records of 430 patients who un-
derwent micro-TESE from 2011 to 2020. The parameters extracted 
were age, height, body weight, body mass index, LH, FSH, PRL, total 
testosterone, E2, T/E2, sperm retrieval, G-band, AZF, medical his-
tory, Rt testis, and Lt testis. The AI model achieved an acceptable 
AUC of 72.46%. T/E2 ratios were found to be the most important 
variable for predicting sperm retrieval48 (Figure 3).

6.5  |  Application of AI in reproductive medicine

Recent reviews state that AI algorithms have become ubiquitous in 
the field of reproductive medicine (Table 1).49,50

Below, I list some examples of the numerous published AI models 
of male infertility.

Sperm analysis

1.	 Smartphone application for measuring sperm motility51

2.	 Analysis of sperm videos52,53

3.	 Analysis of sperm morphology54–57

4.	 Selection of optimum sperm for intracytoplasmic sperm injection 
(ICSI)58,59

5.	 Prediction of spermatozoa retrieval from testicular biopsies60

It can be seen that most AI research in male infertility has been 
preceded by analyses on sperm morphology using smartphone 
apps or video and sperm selection in ICSI. Our group was the first 

to report an automatic AI discrimination model for the Johnsen 
score, which determines sperm maturity in testicular pathological 
tissue.46 In addition, although a sperm retrieval AI prediction model 
for conventional TESE in patients with NOA had been previously re-
ported,60 our study is the first on a sperm retrieval AI prediction 
model for micro-TESE in NOA patients.48

7  |  CONCLUSION

Medical AI research should be led by medical professionals. Although 
AI engineers can build AI models for image classification, which is 
not a difficult task, they cannot deduce specific needs. Only physi-
cians can make comprehensive judgments for determining specific 
diseases, for which AI will be used and satisfying on-site needs such 
as improving operational efficiency. Thus, it would be ideal for physi-
cians themselves to acquire knowledge of AI and create AI models. 
Finally, no-code AI tools enable individuals to independently prepare 
data and develop AI models, a task previously requiring a team. This 
empowers users to create customized AI models without external 
assistance, streamlining the process and increasing accessibility.
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TA B L E  1 AI models in male infertility.

Author Target Title

Tsai et al. (2020)51 Smartphone application that 
measures sperm motility

Web- and artificial intelligence-based image recognition for sperm motility 
analysis

Hicks et al. (2019)52 Analysis of sperm video Machine Learning-based Analysis of Sperm Videos and Participant Data for 
Male Fertility Prediction

Riegler et al. 
(2021)53

Analysis of sperm video Artificial intelligence in the fertility clinic: status, pitfalls and possibilities

Chandra et al. 
(2022)54

Analysis of sperm morphology Prolificacy Assessment of Spermatozoan via State-of-the Art Deep Learning 
Frameworks

Ilhan et al. (2022)55 Analysis of sperm morphology Sperm morphology analysis by using the fusion of two-stage fine-tuned deep 
networks

Ilhan, et al. (2020)56 Analysis of sperm morphology A fully automated hybrid human sperm detection and classification system 
based on mobile-net and the performance comparison with conventional 
methods

Movahed et al. 
(2019)57

Analysis of sperm morphology Automatic segmentation of sperm parts in microscopic images of human semen 
smears using concatenated learning approaches

Abbasi et al. 
(2021)58

Selection of optimum sperm for ICSI Effect of deep transfer and multi-task learning on sperm abnormality detection

Javadi et al. (2019)59 Selection of optimum sperm for ICSI A novel deep learning method for automatic assessment of human sperm images

Zeadna et al. 
(2020)60

Prediction of obtaining spermatozoa 
from testicular biopsies

Prediction of sperm extraction in non-obstructive azoospermia patients: a 
machine-learning perspective

Abbreviation: ICSI, intracytoplasmic sperm injection.
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