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Defining ethical standards for the application of digital tools to
population health research

Gabrielle Samuel® & Gemma Derrick?

Abstract There is growing interest in population health research, which uses methods based on artificial intelligence. Such research draws
on a range of clinical and non-clinical data to make predictions about health risks, such as identifying epidemics and monitoring disease
spread. Much of this research uses data from social media in the public domain or anonymous secondary health data and is therefore
exempt from ethics committee scrutiny. While the ethical use and regulation of digital-based research has been discussed, little attention
has been given to the ethics governance of such research in higher education institutions in the field of population health. Such governance
is essential to how scholars make ethical decisions and provides assurance to the public that researchers are acting ethically. We propose a
process of ethics governance for population health research in higher education institutions. The approach takes the form of review after
the research has been completed, with particular focus on the role artificial intelligence algorithms play in augmenting decision-making.
The first layer of review could be national, open-science repositories for open-source algorithms and affiliated data or information which are
developed during research. The second layer would be a sector-specific validation of the research processes and algorithms by a committee
of academics and stakeholders with a wide range of expertise across disciplines. The committee could be created as an off-shoot of an
already functioning national oversight body or health technology assessment organization. We use case studies of good practice to explore
how this process might operate.

Abstracts in G 13, Francais, Pycckuii and Espaiiol at the end of each article.

Introduction

The co-founder of the independent thinktank DataEthics
has observed that, “data ethics is fashionable”" This is true:
international attention in both the private and public sector is
becoming focused on the ethical implications of using digital
data and artificial intelligence in both the health and non-
health arena. Such scrutiny includes questions around data
governance, data minimization (only collecting and processing
data which are needed for specific purposes) and protecting the
privacy of data subjects; considerations of consent and trust;
concerns associated with data accountability, transparency and
explainability; as well as issues related to fairness, justice and
bias in data sets. It is concerning, however, that discussions
are lacking about how to update ethics governance in higher
education institutions to move towards a shared understanding
of ethics best practice for research that uses digital data.” In the
public sector, ethics governance in higher education is central
to the way scholars make decisions about ethical value, and
frames the norms of what becomes considered ethically ac-
ceptable by the whole research community. Ethics governance
also assures the public that publicly-funded researchers are
acting ethically and that higher education institutions can be
trusted. These assurances are even more important in the realm
of public health research, where the risk to society, in terms
of predictions which could lead to health over-surveillance or
inequity, are particularly high.

Ethical behaviour in higher education research means
ensuring adherence to shared understandings of appropriate
researcher practices throughout the research process from
inception to dissemination and beyond. We have argued
previously that such behaviour is reinforced through an
informal, research-governed process, which we termed an

ethics ecosystem.” An ethics ecosystem is an interconnected
network of researchers, research institutions and external
bodies (publishers, funding bodies, professional associations
and their policies) who participate equally in the promotion,
evaluation and enforcement of ethically responsible research
behaviour. However, the development of a stable ethics ecosys-
tem in higher education institutions has become increasingly
challenging in the areas of research which use innovative
methods such as artificial intelligence. This is because ques-
tions remain about how to manage, process and interpret data
predictions in an ethically responsible manner. As such, there
are no shared norms and understandings of how to conduct
such research ethically; traditional tools for ensuring ethical
research behaviour that focus solely on consent and privacy are
losing relevance because they are insufficient to deal with the
range of ethical issues raised by digital research. As researchers
strive to reach new shared understandings of ethical practice,
a culture of personal ethics has emerged whereby researchers
monitor their own (often different) decisions about how best
to act ethically, without being subject to accountability or audit
by other parts of the ethics ecosytem.’

Normally, research ethics committees in higher educa-
tion institutions are tasked with the role of ensuring ethics
best practice for all research involving human participants.
However, at least in the United Kingdom of Great Britain and
Northern Ireland, a large proportion of health research, which
uses artificial intelligence-based methods to analyse data is
exempt from ethics committee scrutiny (G Samuel, Depart-
ment of Global Health and Social Medicine, King’s College
London, England, author’s unpublished observations, 2019).
This practice is particularly true for research methods, which
include the use of, for example, social media data in the public
domain, geolocation data and anonymous secondary health
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data for which a licensing agreement has
been signed. This lack of ethics scrutiny
is compounded by inconsistent ethics
guidelines for publishing such research
in international peer-reviewed journals.’

There is growing interest in popula-
tion health research, which uses artificial
intelligence-based methods. Such re-
search draws on a range of clinical and
non-clinical data to make predictions
about health risks, such as identify-
ing epidemics and monitoring disease
spread. Any public health tool that uses
such data could potentially be developed
without systematic ethics oversight by a
higher education institution, and (po-
tentially) little reflection on the public
interest or concomitant risks attached
to making health predictions from the
tool. Even when there is oversight from
aresearch ethics committee, we observe
that committee members often lack the
experience or confidence regarding par-
ticular issues associated with digital re-
search (G Samuel, Department of Global
Health and Social Medicine, King’s Col-
lege London, England, author’s unpub-
lished observations, 2019).* To address
this gap, we propose a model for ethical
scrutiny of artificial intelligence-based
research in public health.

Approaches to ethics
oversight

Commentators are only recently begin-
ning to assert the need for more agreed-
upon frameworks for ethics governance
in higher education institutions.” Aware-
ness of the issues has been driven to
some extent by a recent international,
high-profile example of inappropriate
ethical behaviour by a researcher in a
United Kingdom higher education insti-
tution. The researcher designed software
which was used by a consulting firm to
access personal data from millions of
social media users without their consent
and which was used for political ad-
vertising purposes.® Questions remain,
however, regarding what a framework
for ethics governance would look like in
practice, and how, in some jurisdictions,
such a system would guard against ethics
dumping (exporting unethical research
practices, for example, unethical data
processing) to countries where research
ethics committee oversight is lacking.
An approach to ethics oversight,
which we focus on here, could be an
extra layer of governance in the ethics
ecosystem after the research has been

240

conducted, that is, an ex-post review.
This approach would be particularly
important when the research involves
artificial intelligence-based algorithms,
which have a role in augmented deci-
sion-making. This is because many of
the ethical concerns voiced about these
technologies relate to their impact on
society rather than to questions around
the research itself. As we discuss below,
the system would be analogous to pre-
market approval in drug regulation. Just
as drug regulation aims to protect public
health by ensuring the safety and efficacy
of drugs, so too could ex-post review
mitigate any societal harm potentially
arising from artificial intelligence-based
algorithms designed to make predictions
about health. The review process would
safeguard public health by minimizing
the risk of harm caused, for example,
by placing an over-reliance on artificial
intelligence for decision-making in
cases where it could potentially make
inaccurate or unfair predictions. Such
instances of harm have been reported
in other sectors, and in the health sector
the failure of Google Flu Trends reminds
us to be cautious about the claims made
for artificial intelligence.”® In this case,
an algorithm was developed by Google
to predict influenza outbreaks from the
analysis of people’s searches for infor-
mation assumed to relate to influenza
on Google’s online search engine. The
algorithm missed the peak of the 2013
influenza season in the United States of
America because the search terms used
in the construction of the algorithm
produced inaccurate prediction results.®

The subject of ex-post review for
oversight of the use of artificial intel-
ligence in research is being discussed
in the literature.””'' Commentators
have called for an artificial intelligence
ombudsperson to ensure the auditing
of allegedly unfair or inequitable uses
of artificial intelligence. One proposed
method is the adoption of trust labels,
described as labels, which certify the
trustworthiness of the algorithm, to
ensure people understand the merits of
artificial intelligence-based methods."
Others talk about a potential licensing
system to ensure quality control, analo-
gous to licensing in many other sectors,
such as in production and manufactur-
ing."

There have been doubts that any ex-
post governance system can overcome
the many obstacles required to cover
the multiple evolving fields of digital
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research more generally."! Nevertheless,
a sector-specific'? and discipline-specific
approach, particularly in health re-
search, which is already well accustomed
to such oversight and regulation, seems
feasible at a national level. As higher
education institutions have an emerg-
ing role in promoting their social role,
oversight of artificial intelligence-based
research is in line with recent principles
underlying the practice of responsible
research and innovation."> We therefore
believe that researchers should not re-
treat from the responsibility of ensuring
such a system is established as part of
the ethics ecosystem of higher education
institutions.

Proposed review model

The ex-post review model we propose
is not a finished product, but a starting
point to drive discussion within national
public health and broader research com-
munities towards committing to such an
approach or a similar one. The model
is two-layered, with ex-post review
working at the second layer, though the
system could potentially work with only
the second layer.

The first layer of review would
require a systematic, open-science
infrastructure for centralized national
repositories for open-source algorithms
and affiliated data or information which
are developed during the research pro-
cess and which are intended for wide use
beyond the research studies, particularly
for decision-making. These repositories
could be health-specific or non-health-
specific, though the latter would be
more feasible because the distinction
between health and non-health research
can be unclear and is not well defined
within higher education institutions. A
culture of open science and sharing of
innovation is already promoted nation-
ally and internationally,'* and expanding
its remit for algorithms and associated
workflows and software is not a daunt-
ing task.

Any open-science repository needs
to be managed, curated and driven
by higher education institutions and
funding bodies, with clear incentives
for compliance. For example, to develop
best practice, there should be a require-
ment for algorithms and affiliated data to
be placed in repositories just as there is
for research data in many jurisdictions.
We assume that in some instances ac-
cess to data will need to be restricted to
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certain stakeholders, for certain data sets
and certain circumstances. While this
first layer is not a requirement for the
second ex-post review layer, we believe
that there are advantages to making
artificial intelligence algorithms and
the affiliated data more accessible. An
open-science repository creates a way
for other researchers and stakeholders
to test the algorithms with their own
data, checking for spurious predictions
and highlighting any concerns or issues,
which may be present within the artifi-
cial-intelligence prediction models. This
open culture will have the added effect
of driving innovation, because models
can then be corrected and built on to
achieve better predictions for the future.

The second layer of the ex-post re-
view process would be a sector-specific
validation of the research processes and
algorithms. A sector-specific approach
has also been suggested elsewhere,”” and
makes sense because of its feasibility
and ability to accommodate the specific
needs of the health sector. These benefits
mean that the review process can over-
come some of the doubts raised about
an ex-post governance system more
generally, which would be difficult to
implement across different sectors. A
sector-specific approach also makes
sense because regulatory systems are
typically sector-specific. Consider the
use of DNA (deoxyribonucleic acid)
testing, for example, which is regulated
differently in the criminal justice sys-
tem than within health care and even
wider society. Ex-post review would
work best if it included the products of
research not only from higher education
institutions, but also private sector or-
ganizations. We propose such inclusion
because much of the research we refer to
is being carried out in the private sector
and artificial intelligence algorithms
developed in academia often require
private-sector investment to make them
feasible for wider public use.

Suggestions for
implementation

Analogous systems of ex-post review
of innovative prediction algorithms
already exist in other sectors. In the
Netherlands, for example, ex-post re-
view is a legal requirement for the use
of forensic DNA phenotyping in the
criminal justice system. At present, if law
enforcement officers have DNA samples
of unknown origin from a crime scene,

they can have the DNA tested (under
specific circumstances) in such a way
that makes predictions about certain
externally visible characteristics of the
person from whom the DNA originated.
Legislation permits law enforcement
officers to use only those tests which
have been validated and reviewed and,
at present, the law covers phenotype
testing of hair and eye colour. For any
new phenotype testing model to be
considered for use, the system requires
researchers to publish their validated
models openly as a series of papers
(similar to layer 1 of our model above).
These papers are then submitted to
the parliament of the Netherlands for
review and for checking whether the
models have been validated appropri-
ately for use within the criminal justice
system. Parliament therefore functions
as an ombudsperson to provide sector-
specific ex-post review of the testing
models to ensure the underlying science
is rigorous and validated.

Within the sphere of public health,
ex-post review could be conducted by a
committee comprising academics and
stakeholders (such as lay people, pro-
fessionals or users of the technology)
with a wide range of expertise across
disciplines, including but not limited to
health, medicine, artificial intelligence
research, social science and ethics. The
aim of the committee would be to miti-
gate the risks of potential harm, which
could be caused by the technology as
much as possible by: reviewing scien-
tific questions relating to the origin
and quality of the data, algorithms and
artificial intelligence; confirming the
validation steps which have been con-
ducted to ensure the prediction models
work; and requesting further validation
to be carried out, if required. This risk
assessment could progress faster when
researchers have already performed
their own assessment of the societal
impact of their research. As suggested
elsewhere,'® this approach could also
consider the integrity of participants’
data used in the research, and broader
questions of social justice and value as
they apply to the particular national ju-
risdiction. The committee could simply
review or validate the research, have
a more regulatory role or oversee any
trialling of a research tool; in this way
it would act as the artificial intelligence
ombudsperson as discussed above. The
committee may also be required to have
a dynamic regulatory role, especially
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for algorithms whose performance
evolves as more data are added to their
systems. However, questions around
the parameters of how this regulatory
role could be put into practice still
need answering, one suggestion being
provisional licensing. One example
of such an approach in the making is
the International Telecommunication
Union and World Health Organization
focus group on artificial intelligence
and health,"” which is working towards
collecting a repository of data to test
artificial intelligence technology for
health within a standardized bench-
marking framework.

At a national level, the establish-
ment of a special committee might be
burdensome in terms of slowing down
the research process because it requires
an additional element in the ethics eco-
system. Nevertheless, we argue that it
is important to have a system of ethics
governance when the research has a
potentially high impact on the health of
society. The costs could be minimized
by streamlining the process. To add
capacity, for example, the committee
could be created as an off-shoot of an
already functioning national oversight
body or health technology assessment
organization. The relevant organization
would depend on the committees’ exact
function in each jurisdiction. In the
United Kingdom, for example, suitable
candidates include the National Insti-
tute for Health and Care Excellence,
the Medicines and Healthcare prod-
ucts Regulatory Agency or the newly
founded Centre for Data Ethics and In-
novation. All of these organizations are
in the process of producing guidelines
about the responsible use of artificial
intelligence in health care. In fact, the
United States Food and Drug Admin-
istration and the European Medicines
Agency, which already regulate drug
use in their respective territories via
ex-post review, are being called upon to
fulfil such a role for overseeing medical
devices that use artificial intelligence
in health care.” Adding an additional
division to focus specifically on the
ex-post review of artificial intelligence-
based research in the domain of public
health would therefore be logical. Exist-
ing regulatory agencies are likely to be
the most suitable candidates for such
a role, and the European and United
Kingdom’s agencies have now started
introducing measures to scrutinize
medical software. The measures in-
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clude clarifying guidelines for medical
devices in the light of digital data and
software, and providing recommenda-
tions for the standardization of artifi-
cial intelligence in the medical device
health-care sector. The Food and Drug
Administration has now approved the
first use of artificial intelligence to diag-
nose eye disease.'” Unclear boundaries
over what constitutes a medical device,
however, may leave some population-
health specific algorithms outside of the
remit of these organizations. Moreover,
algorithms are context- and popula-
tion-specific and will need validation
in each national jurisdiction.

Together, national infrastructures,
which incorporate ex-post review for
artificial intelligence-based algorithms
designed for health applications can
start to re-balance the ethics ecosys-
tem. In this way nations would begin
the process of developing a new-shared
understanding of ethics best practice
for artificial intelligence-based public
health research. Within this best prac-
tice, artificial intelligence-associated re-
search will be openly scrutinized before
any application that affects wider society
is disseminated and used, to minimize
as much as possible the potential for
these systems to cause harm. Whether
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artificial intelligence-based health re-
search continues to generate new ethi-
cal concerns or becomes just one more
method in a researcher’s toolbox we
must take care to avoid any unintended
consequences of big data studies. ll
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Résumé

Définir des normes éthiques pour I'emploi d'outils numériques dans la recherche sur la santé de la population

La recherche sur la santé de la population a l'aide de méthodes
fondées sur l'intelligence artificielle suscite un intérét croissant. Ce
type de recherche s'appuie sur une série de données cliniques et non
cliniques pour prédire les risques sanitaires, par exemple en détectant
les épidémies et en surveillant la propagation des maladies. Une part

importante de cette recherche emploie des données issues des réseaux
sociaux, appartenant au domaine public, ou des données secondaires
anonymes relatives a la santé. Par conséquent, elles ne sont soumises
aaucun controle de la part d'un comité d'éthique. L'usage et les regles
déontologiques ont certes fait I'objet de discussions, mais I'attention
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portée a la gouvernance de I'éthique dans le cadre des recherches
que des établissements d'enseignement supérieur ont menées sur la
santé des populations reste minime. Pourtant, une telle gouvernance
est essentielle pour que les spécialistes puissent prendre des décisions
éthiques et garantir au public que les chercheurs agissent dans le respect
de la déontologie. Nous proposons un processus de gouvernance
éthique pour la recherche sur la santé de la population dans les
établissements d'enseignement supérieur. Notre approche consiste a
établir un rapport a la fin de la recherche, qui se concentre sur le role
joué par les algorithmes d'intelligence artificielle dans 'accroissement de
la prise de décisions. Le premier niveau de rapport pourrait comporter
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des registres nationaux accessibles selon le principe de science ouverte
pour les algorithmes open-source ainsi que les données ou informations
connexes développés durant la recherche. Le second niveau serait
composé d'une validation sectorielle des algorithmes et processus de
recherche par un comité d'universitaires et d'intervenants possédant
unelarge gamme de compétences dans diverses disciplines. Ce comité
pourrait étre créé en tant que ramification d'un organisme national
de surveillance déja a I'ceuvre, ou d'un organisme d'évaluation des
technologies de la santé. Nous utilisons des études de cas pour identifier
les bonnes pratiques et découvrir comment ce processus pourrait étre

appliqué.

Peslome

OnpeneneHme 3TUYECKNX HOPpM NPUMEHNTEJIbHO K UCNoJib30BaHNIO LI,I/I(I)pOBbIX cpencTs B uccnegoBaHnAxX

340poBbA HacesleHnA

MIHTepecC K nccnenoBaHuamM 300pOBbA Ha YPOBHE MOMNyNALmMM,
NPUMEHAWNM METOAbI, OCHOBaHHbIE Ha WCMONb30BAHWY
NCKYCCTBEHHOrO MHTENNeKTa, HeYKNOHHO pacTeT. B Takux
NCCNefOBaHUAX Pas3finuHble KINHWYECKNE U HEKNTMHNYEeCKHe
[aHHbIE UCMONb3YIOTCA 1A MPOrHO3MPOBAHIA PUICKOB ANA 340P0BbA,
Hanpumep BbIABNEHNA SMUAEMMIN Y MOHUTOPUHIA PACMPOCTPAHEHWSA
3aboneBaHmin. bonbLUVHCTBO MCCNe0BaHMI ONMPAOTCA Ha AaHHbIe
13 COUMANbHbIX CETEN, HAXOAALMECA B OTKPLITOM AOCTYNE, UK Ha
aHOHVIMHblE BTOPOCTEeMNeHHble MoKasaTenn 30p0BbA HaceneHus,
NO3TOMY TakMe AaHHble He PacCMaTpMBAlOTCA KOMUTETaMM MO
BOMPOCaM 3TUKI. B TO BpemA Kak BONPOCh! STUUYHOMO MCMOMb30BaHWIA
1 perynnpoBaHua CCNeaoBaHNIA, MPOBOAVIMBIX Ha OCHOBE LIMGPOBBIX
TEXHOMOMNI, MOCTOAHHO OOCYXAAIOTCA, STUUHOMY PYKOBOACTBY
TakUMV UCCNEAO0BAHUAMN B YUPEXAEHNAX BbICLIEro 06pa3oBaHus,
3aHVMaloWMXCA BONPOCaMM 300POBbA HaceneHusa, yaenaerca
C/IVLIKOM Mano BHMMaHWA. OfHaKO Takoe PYKOBOACTBO KpaiHe
BAXKHO ANA NMPUHATNA STUUYHBIX PELUEHWI HaYYHBIMU COTRYAHMKaMM
n obecneyrBaeT 0OLWECTBEHHOCTN YBEPEHHOCTb B TOM, UTO
nccnenoBaTeny CoOMOAaT HOPMbI STUKW. ABTOPbI NpeanaraoT

BBECTV MPOLIECC STUYECKOrO PYKOBOACTBA UCCe0BaHNAMM B Chepe
3[10aBOOXPAHEHNA HaCceNeHNA B BbICWIMX YYeOHbIX 3aBefeHMsAX.
Monaxon npefyaraeT NpoBefeHne U3ydeHnsa 1 aHanvsa gaHHbIX
MO OKOHYaHWW UCCRefoBaHWA, yaenas ocoboe BHUMaHMe Tomy,
KaKylo pOJib UrPatoT anropuTMbl UCKYCCTBEHHOTO MHTENEKTa B
npoLecce NPUHATUA pelleHri. Ha nepBoM ypoBHe 13yyeHue
MOXET MPOBOANTLCA C UCMOSb30BaHUEM HALIMOHANBHBIX OTKPbITIX
HayUHbIX PEn03MTOPUEB, COAEPXALIMX anrOPUTMbl C OTKPBITbIM
KOZOM V1 abdUnmpoBaHHbIe AaHHbIE UMK MHGOPMALMIO, MOMYyUeHHYIO
B XOfe MCCNeaoBaHus. Ha BTOPOM YPOBHE MOXET OCYLLeCTBNATHCS
cneunanmsMpoBaHHan Banvaauma npoLeccoB 1 anropmuTMos,
MCMNOMb30BaBLUMXCA B HAYYHbIX WCCNEAOBAHMUAX, KOMUTETOM 13
HayYHbIX COTPYAHMKOB W MapTHepoB, obnagalowwyx oOWUPHLIM
3HaHWAMY 11 OMbITOM PabOoThl B Pa3nuHbIX 06nacTAX. KoMUTeTs MOy T
€037aBaTbCA Ha Da3e ke CyLLECTBYIOLLMX HALMOHabHbIX Haf30PHbIX
OPraHoB WV OpraH13aumi, 3aHUMAIOLLMXCA OLIEHKOW TEXHOMOT I
B 3APaBOOXPaHeHnu. ABTOPbLI MPUBOAAT aHann3 KOHKPETHbBIX
NPUMEPOB PEKOMEHAYEMBIX HOPM, UTOBBI 13yUnTb BO3MOXKHOCTb
1CMOSb30BaHNA TakMX MPOLIECCOB.

Resumen

Definicion de las normas éticas para laimplementacion de las herramientas digitales en la investigacion sanitaria poblacional

Existe un interés creciente en la investigacion sanitaria poblacional,
que utiliza métodos basados en la inteligencia artificial. Dicha
investigacion se basa en una serie de datos clinicos y no clinicos para
hacer predicciones sobre los riesgos sanitarios, como la identificacion
de epidemias y el sequimiento de la propagacion de enfermedades.
Gran parte de esta investigacion utiliza los datos de las redes sociales
de dominio publico o los datos sanitarios secundarios anénimos Y, por
lo tanto, esté exenta del escrutinio del comité de ética. Si bien se ha
debatido sobre el uso y la regulacion éticos de la investigacion basada
en tecnologfa digital, se ha prestado poca atencién a la gobernanza
ética de dicha investigacion en las instituciones de ensefianza superior
relacionadas con la salud poblacional. Esa gobernanza es esencial
sobre cémo los académicos toman decisiones éticas y ofrece garantfas
al publico de que los investigadores actian de manera ética. Se
propone un proceso de gobernanza ética para la investigacion sanitaria
poblacional en las instituciones de educacion superior. El enfoque
adopta la forma de una revision una vez que la investigacién ha sido

completada, con especial atencion a la funcion que los algoritmos
de inteligencia artificial desemperan en el aumento de la toma de
decisiones. La primera fase de revisién podrfa consistir en la creacion
de repositorios nacionales de ciencia abierta para los algoritmos de
codigo abierto y los datos o informacién afiliados que se desarrollen
durante la investigacion. La segunda fase consistiria en la validacién
de los procesos y algoritmos de investigacién en un sector especifico
por parte de un comité de académicos y partes interesadas con una
amplia gama de conocimientos especializados en todas las disciplinas.
El comité podria crearse como una rama de un organismo nacional de
supervisién ya en funcionamiento o de una organizacion de evaluacion
sobre tecnologias de la salud. Se utilizan estudios de casos de buenas
précticas para explorar cémo podria funcionar este proceso.
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