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Summary 25 
 26 
Social communication relies on the ability to perceive and interpret the direction of others' 27 

attention, which is commonly conveyed through head orientation and gaze direction in 28 

both humans and non-human primates. However, traditional social gaze experiments in 29 

non-human primates require restraining head movements, which significantly limit their 30 

natural behavioral repertoire. Here, we developed a novel framework for accurately 31 

tracking facial features and three-dimensional head gaze orientations of multiple freely 32 

moving common marmosets (Callithrix jacchus). To accurately track the facial features of 33 

marmoset dyads in an arena, we adapted computer vision tools using deep learning 34 

networks combined with triangulation algorithms applied to the detected facial features to 35 

generate dynamic geometric facial frames in 3D space, overcoming common occlusion 36 

challenges. Furthermore, we constructed a virtual cone, oriented perpendicular to the 37 

facial frame, to model the head gaze directions. Using this framework, we were able to 38 

detect different types of interactive social gaze events, including partner-directed gaze 39 

and jointly-directed gaze to a shared spatial location. We observed clear effects of sex 40 

and familiarity on both interpersonal distance and gaze dynamics in marmoset dyads. 41 

Unfamiliar pairs exhibited more stereotyped patterns of arena occupancy, more sustained 42 

levels of social gaze across inter-animal distance, and increased gaze monitoring. On the 43 

other hand, familiar pairs exhibited higher levels of joint gazes. Moreover, males displayed 44 

significantly elevated levels of gazes toward females’ faces and the surrounding regions 45 

irrespective of familiarity. Our study lays the groundwork for a rigorous quantification of 46 

primate behaviors in naturalistic settings. 47 

  48 
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Introduction 49 
 50 
Primates, including humans, exhibit complex social structures and engage in rich 51 

interactions with members of their species, which are crucial for their survival and 52 

development. Among social stimuli, the face holds paramount importance with 53 

specialized neural systems (Deen et al., 2023; Hesse & Tsao, 2020) and is attentively 54 

prioritized by primates during much of their social interaction. Notably, the eyes garner 55 

the most attention among all facial features, playing a pivotal role in indicating the 56 

direction of others’ attention and also possibly their intention (Dal Monte et al., 2015; 57 

Emery, 2000; Itier et al., 2007). Indeed, understanding and interpreting the gaze of fellow 58 

individuals is a fundamental attribute of the theory of mind (ToM) (Martin & Santos, 2016; 59 

Saxe & Kanwisher, 2003). While current studies of social gaze using pairs of rhesus 60 

macaques (Macaca mulatta) in a controlled laboratory setting (Dal Monte et al., 2016; 61 

Mosher et al., 2014; Ramezanpour & Thier 2020; Shepherd et al., 2006; Shepherd & 62 

Freiwald, 2018) provide valuable insights into social gaze behaviors, they are 63 

nevertheless limited in their ecological relevance.  64 

 65 
To address these limitations, we turned to common marmosets (Callithrix jacchus), a 66 

highly prosocial primate species known for their social behavioral and cognitive 67 

similarities to humans (Miller et al., 2016). Marmosets are also a model system with 68 

increasing applications in computational ethology (Mitchell et al., 2014; Ngo et al., 2022). 69 

Like humans, they engage in cooperative breeding, a social system in which individuals 70 

care for offspring other than their own, usually at the expense of their reproduction 71 

(French, 1997; Solomon & French, 1997). Gaze directions, inferred from head orientation, 72 

hold crucial information about marmoset social interactions (Helney & Blazquez, 2011; 73 

Spadacenta et al., 2022). The emergence of computational ethology (Anderson & Perona, 74 

2014; Datta, Anderson, Branson, Perona, & Leifer, 2019) has propelled the development 75 

of a host of computer vision tools using deep neural networks (e.g., OpenPose by Cao et 76 

al., 2017, DeepLabCut by Mathis et al., 2018, DANNCE by Dunn et al., 2021; SLEAP by 77 

Pereira et al., 2022). However, tracking head gaze direction in multiple freely moving 78 

marmosets poses a challenging problem, not yet solved by existing computer vision tools. 79 
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This problem is further complicated by the fact that accurately tracking gaze orientations 80 

in primates requires three-dimensional information. 81 

 82 
Here, we propose a novel framework based on a modified DeepLabCut pipeline, 83 

capable of accurately detecting body parts of multiple marmosets in 2D space and 84 

triangulating them in 3D space. By reconstructing the face frame with six facial points in 85 

3D space, we can infer the head gaze of each animal across time. Importantly, marmosets 86 

that are not head-restrained use rapid head movements for reorienting and visual 87 

exploration (Pandey et al., 2020), and therefore the head direction serves as an excellent 88 

proxy for gaze orientation in unrestrained marmosets. With this framework in place, we 89 

investigated the gaze behaviors of male-female pairs of freely moving and interacting 90 

marmosets to quantify their social gaze dynamics. We investigated these gaze dynamics 91 

along the dimensions of sex and familiarity and found several key differences along both 92 

of these important social dimensions, including increased partner gaze in males that is 93 

modulated by familiarity, increased joint gaze among familiar pairs, and increased gaze 94 

monitoring by males. This fully automated tracking system can thus serve as a powerful 95 

tool for investigating primate group dynamics in naturalistic environments. 96 

 97 
Results 98 
 99 
Experimental setup and reconstruction of video images in 3D space 100 
 101 
The experimental setup consisted of two arenas made with acrylic plates that allowed two 102 

marmosets to visually interact with each other while being physically separate (Fig. 1A). 103 

Each arena was 60.96 cm long, 30.48 cm wide, and 30.48 cm high. Five sides of the 104 

arena, except the bottom, were transparent allowing a clear view of the animal subjects 105 

under observation. The bottom side of the arena was perforated with 1-inch diameter 106 

holes arranged in a hexagonal pattern to aid the animal's traction. The arenas were 107 

mounted on a rigid frame made of aluminum building blocks, with the smaller sides facing 108 

each other and were separated by a distance of 30.48 cm. A movable opaque divider was 109 

placed between the arenas during intermittent breaks to prevent the animals from having 110 

visual access to each other (Methods). Two monitors were attached to the aluminum 111 

frame, one on each end, for displaying video or image stimuli to the animals. To capture 112 
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the whole experimental setup, two sets of four GoPro 8 cameras were attached to the 113 

frame, where each set of cameras captured the view of one of the arenas. 114 

 115 
After obtaining the intrinsic parameters of the cameras by calibration and the extrinsic 116 

parameters of the cameras by L-frame analysis (see Methods), we established a world 117 

coordinate system of each arena surrounded by the corresponding set of four cameras. 118 

Crucially, the two independent world coordinate systems of the two arenas were 119 

combined by measuring the distance between the two L-shaped frames and adding this 120 

offset to one of the world coordinate systems. 121 

 122 
With the established world coordinate system, any point captured by two or more 123 

cameras could be triangulated into a common three-dimensional space. Thus, the 124 

experimental setup was reconstructed into three-dimensional space by manually labeling 125 

the vertices of the arenas and monitors in the image space captured by the cameras (Fig. 126 

1B). The cameras on the monitor ends (marked as ‘ML1’, ‘ML2’, ‘MR1’, ‘MR2’ in Fig. 1B) 127 

recorded both animal subjects, whereas the cameras in the middle (marked as ‘OL1’, 128 

‘OL2’, ‘OR1’, ‘OR2’ in Fig. 1B) recorded only one animal subject.  129 

 130 
Automatic detection of facial features of two marmosets 131 
 132 
Six facial features – the two tufts, the central blaze, two eyes, and the mouth (Fig. 2A) – 133 

were selected for automated tracking using a modified version of a deep neural network 134 

(DeepLabCut, Mathis et al., 2018). The raw video from each camera was fed into the 135 

network to compute probability heatmaps of each facial feature. We modified the original 136 

method to detect features of two animals (Fig. 2B). After processing the raw video, two 137 

locations with the highest probability over a threshold (95%) were picked from each 138 

probability heatmap (Fig. 2B, feature detection). Since all the features from the same 139 

animal should be clustered in image space, a K-means clustering algorithm (Fig. 2B, initial 140 

clustering) was used on the candidate features with the constraint that one animal can 141 

only have one unique feature (Fig. 2B, refine clustering); for example, one animal cannot 142 

have two left eyes. After clustering, two clusters of features corresponding to the two 143 

animals were obtained. To detect outliers that were not valid features, we first calculated 144 

a distribution of within-cluster distances (Fig. 2B, remove outliers). Outliers were 145 
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determined as those points that had nearest-neighbor distances which were two standard 146 

deviations above the average within-cluster distance, and were excluded from 147 

subsequent analyses. Note that the above analyses were performed independently for 148 

each video frame. 149 

 150 
To establish temporal continuity across video frames and track animal identities, we 151 

first calculated the centroid of each cluster (Fig. 2B, calculate centroids). Under the 152 

heuristic that centroid trajectories corresponding to each individual animal are smoothly 153 

continuous in space and time (i.e., there are no sudden jumps or reversals in centroid 154 

location across frames at our sampling rate of 30Hz), we assigned identities to the 155 

centroids thus enabling us to track identities over time (Fig. 2B, establish identities). The 156 

facial features corresponding to a centroid inherited this identity (Fig. 2B, cluster with 157 

identities). 158 

 159 
Our method thus allowed us to accurately detect and track the facial features of two 160 

marmosets in the arena (Fig. 2C), and in more general contexts such as in a home cage 161 

with occlusions (Supplementary Video 1). 162 

 163 
Inferring head-gaze direction in 3D space 164 
 165 
In our experimental setup, the cameras in the middle unambiguously recorded only one 166 

animal. The centroids of the facial features in the image space recorded by the middle 167 

cameras were triangulated into three-dimensional space and were constrained to be 168 

confined within the bounds of the arena. Any missing centroids were filled by interpolation 169 

from neighboring frames from both the past and future time points. The triangulated 170 

centroids acquired from cameras in the middle were then projected into the image space 171 

of cameras on the monitor ends. Since both animals were recorded by the cameras on 172 

the monitor ends, facial features from these camera views were detected with identities 173 

assigned (as described in the 2D pipeline). In the image space of cameras on the monitor 174 

ends, the cluster of facial feature points closer to the projected centroid and within the 175 

bounds of the arena were kept for later triangulation. 176 

 177 
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The detected facial features captured by all four cameras for one animal were 178 

subjected to triangulation. For each feature, results from all possible pairs of four cameras 179 

were triangulated. All the triangulation results were averaged to yield the final coordinates 180 

of the body part in three-dimensional space. Any missing features were filled by 181 

interpolation from neighboring frames including the previous and future time points.  182 

 183 
The six facial points constituted a semi-rigid geometric frame as the animal moves in 184 

3D space (‘face frame’; Fig. 2), allowing us to infer the animal’s head-gaze direction as 185 

follows. The gaze orientation was calculated as the normal to the facial plane defined by 186 

the two eyes and the central blaze. The position of the ear tufts, which were behind this 187 

facial plane, was used to determine gaze direction. Since marmoset saccade amplitudes 188 

are largely restricted to 10 degrees (median less than 4 degrees) (Mitchell et al., 2014), 189 

we modeled the head gaze as a virtual cone with a solid angle of 10 degrees (‘gaze cone’) 190 

emanating from the facial plane (Fig. 3A). Notably, with multiple camera views, the face 191 

frame can be reconstructed even when the face was invisible to one of the cameras, such 192 

that the reconstructed face frame in 3D can be projected back into the image space to 193 

validate the accuracy of the detection and reconstruction (Fig. 3B). We were thus able to 194 

obtain the animal’s continuous movement trajectory and the corresponding gaze direction 195 

over time (Fig. 3C, Supplementary Video 2). 196 

 197 
We first examined our method’s ability to characterize gaze behaviors of freely moving 198 

marmosets by presenting either video or image stimuli to individual animals on a monitor 199 

screen (see Methods). Marmosets exhibited longer gaze duration to video stimuli 200 

compared to image stimuli (Fig. S1A; Mann Whitney U Test, p < 0.001). However, this 201 

difference was not caused by differences in gaze dispersion (Fig. S1B; Mann Whitney U 202 

Test, ns). By examining the frequency of gaze events, we found that marmosets gazed at 203 

the monitor more during the early period of video stimuli presentations compared to the 204 

late period (Fig. S1C; Mann Whitney U Test, p < 0.001), while there was no such 205 

difference for the image stimuli (Fig. S1C; Mann Whitney U Test, ns). There was also a 206 

significant difference in gaze frequency between the early period of video presentations 207 

compared to the same period for image presentations (Fig. S1C; Mann Whitney U Test, 208 

p < 10-10). Taken together, our results support that dynamic visual stimuli elicit greater 209 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 18, 2024. ; https://doi.org/10.1101/2024.02.16.580693doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.16.580693
http://creativecommons.org/licenses/by-nc-nd/4.0/


overt attention compared to static stimuli in marmosets, similar to macaques (Dal Monte 210 

et al., 2016; Furl et al., 2012) and humans (Chevallier et al., 2015). 211 

 212 
Positional dynamics of marmoset dyads 213 
 214 
With this automated system in place, we recorded the behavior of four pairs of familiar 215 

marmosets and four pairs of unfamiliar marmosets. Data from each pair was recorded in 216 

one session consisting of ten five-minute free-viewing blocks interleaved with five-minute 217 

breaks. Each pair consisted of a male and a female animal. The familiar pairs were cage 218 

mates, while each member of an unfamiliar pair was from a different home cage with no 219 

visual access to each other while in the colony. We first examined the movement 220 

trajectories of marmoset dyads and used the centroids of the face frames across time to 221 

represent the trajectories. For an example 5-minute segment (Fig. 4A), we observed that 222 

the marmosets preferred to stay at the two ends of their respective arenas. This was 223 

confirmed by a heatmap of projections of the trajectories on the plane parallel to the 224 

vertical long side of the arenas (‘XZ’ plane). Furthermore, there were two hotspots along 225 

the vertical axis in the heatmap of projections to the vertical short side plane (‘YZ’ plane), 226 

suggesting that the animals’ preferred body postures were either upright or crouched.   227 

 228 
To quantify their positional dynamics, we examined the marginal distributions of the 229 

movement trajectories along the horizontal (‘X’) and vertical (‘Z’) axes across all sessions 230 

and grouped them along the dimensions of sex and familiarity (Fig. 4B). Along the X axis 231 

(Fig. 4B, left), the distributions were slightly bimodal, with the main peak in the region 232 

near to the inner edge of the arenas. Regardless of familiarity, male marmosets tended 233 

to stay closer to the inner edge compared to females, as shown by the significant 234 

differences in the distributions when X ranged from 0 to 150 mm. However, there were no 235 

significant differences between the same sex members of familiar and unfamiliar pairs. 236 

For the Z axis (Fig. 4B, right), the distributions were bimodal (Warren Sarle’s bimodality 237 

test), consistent with what we observed in the heatmaps indicating either upright or 238 

crouched postures. The positional distributions along the Z axis were not different based 239 

on sex or familiarity.  240 

 241 
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To further characterize the positional dynamics of the freely moving dyads, we 242 

calculated the distance between the centroids of the pairs. We then examined the 243 

distributions of the inter-animal distance along the X-axis separately for familiar and 244 

unfamiliar pairs (Fig. 4C). The distributions were trimodal, and can be explained by the 245 

bimodal distribution of movement trajectories of individual marmosets along the X-axis. 246 

As mentioned above, marmosets tended to stay at the two ends of their arenas, and thus, 247 

combinations of preferred positions at the two ends for the dyads (see insets in Fig. 4C) 248 

resulted in the trimodal distribution. We termed these three peaks as ‘Near’, ‘Intermediate’, 249 

and ‘Far’. To quantify these distributions, we fitted the empirical data with mixture models 250 

using maximum likelihood estimation (see Methods). The inter-animal distance for 251 

unfamiliar pairs was best fitted by a mixture of three Gaussians while the distribution for 252 

familiar pairs was best fitted by a mixture of Gamma and Gaussian distributions. The first 253 

peak (‘Near’) of the familiar-pair distribution was best fitted by a Gamma distribution, 254 

implying a higher degree of dispersion when familiar marmosets were close to each other. 255 

Upon examining the temporal evolution of the inter-animal distance (within each 5-minute 256 

viewing block), we detected that the inter-animal distance of unfamiliar pairs increased 257 

over time, whereas this distance fluctuated over time for familiar pairs (Fig. 4D), further 258 

indicating that the positional dynamics of marmoset dyads depended on familiarity. 259 

 260 
Social gaze dynamics of marmoset dyads 261 
 262 
We next investigated the interactive aspects of gaze behaviors in freely moving marmoset 263 

dyads. The gaze interaction between two animals could be simplified as the relative 264 

positions of two gaze cones in three-dimensional space (see Methods; Fig. 5A; 265 

Supplementary Video 3). If the gaze cone of one animal intersected with the facial plane 266 

of the second animal (but not vice versa), we termed it ‘partner gaze’. If the gaze cones 267 

of both animals intersected with that of the other’s facial place, we termed it ‘reciprocal 268 

gaze’. In our dataset, the instances of reciprocal gaze were very low and were thus 269 

excluded from further analysis. If the two cones intersected anywhere outside the facial 270 

planes, we termed it ‘joint gaze’. All other cases were regarded as ‘no interaction’ between 271 

the two animals. 272 

 273 
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We analyzed the videos of marmoset dyads and identified stable gaze epochs by 274 

thresholding the head velocity obtained from the centroids of the face frames (see 275 

Methods). Stable epochs were categorized into gaze states based on the gaze event 276 

types described above. We first analyzed the fraction of gaze states in the three position 277 

ranges identified from the inter-animal distance analysis (Fig. 5B,C). We found that male 278 

marmosets gazed more toward their partner females’ faces regardless of familiarity (p < 279 

0.01, 𝜒! test). Fraction of male→female partner gaze incidents decreased with increasing 280 

inter-animal distance for familiar pairs, while they remained constant in the case of 281 

unfamiliar pairs (Fig. 5C). Moreover, females in unfamiliar pairs exhibited significantly (p 282 

< 0.01, 𝜒! test) higher partner gazes (female→male) compared to those in familiar pairs 283 

(Fig. 5C). The total counts of social gaze states (joint gaze and partner gaze) were higher 284 

for familiar pairs when they were near, but these decreased more dramatically with 285 

increasing distance (Fig. 5B).  286 

 287 
To investigate the dynamics of these gaze states, we computed state transition 288 

probabilities among distinct gaze event types for familiar and unfamiliar dyads. We 289 

applied a Markov chain model (see Methods) (Fig. 5D), in which the nodes were the gaze 290 

states and the edges connecting the nodes represented the transitions between gaze 291 

states. We first focused on the recurrent (self-transition) edges for the partner gaze states. 292 

Recurrent edges indicate a transition back to the same stable gaze state after a break 293 

likely due to physical movement, and reflect the robustness of the state despite movement. 294 

In line with our previous results (Fig. 5B,C), males exhibit significantly higher (𝜒! test, 295 

unfamiliar male vs unfamiliar female, p < 10-10; familiar male vs familiar female, p < 0.01) 296 

recurrent partner gazes compared to females, irrespective of familiarity (Fig. 5E).  297 

 298 
A comparison of state transition probabilities across the dimension of familiarity 299 

yielded several noteworthy findings (Fig. 5F). First, recurrent male partner gaze 300 

(male→ female) was significantly enhanced in unfamiliar pairs (p < 0.05, 𝜒!  test), 301 

suggesting a heightened interest in unfamiliar females. Second, there was a higher 302 

probability of transition from a female partner gaze to a male partner gaze in familiar pairs 303 

compared to unfamiliar pairs, suggesting that familiar males have a greater awareness of 304 

and tendency to reciprocate their partners’ gaze (p < 0.05, 𝜒! test). Third, there was a 305 
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higher probability of recurrent joint gazes in familiar pairs compared to unfamiliar pairs, 306 

suggesting that familiar pairs explore common objects more than unfamiliar pairs (p < 10-307 
4, 𝜒! test). 308 

 309 
Monitoring others to anticipate their future actions is critical for successful social 310 

interactions (Hari et al., 2015). In particular, successful interactive gaze exchanges 311 

require constant monitoring of other’s gaze. We analyzed the gaze distribution in the 312 

surrounding region of a partner’s face to estimate gaze monitoring tied to increased social 313 

attention (Dal Monte et al., 2022). We quantified this by the distance between the centroid 314 

of the partner’s face-frame and the point of intersection of the gaze cone with the partner’s 315 

facial plane (Fig. 5G, left). Unfamiliar marmosets (both males and females) showed 316 

significantly higher (Mann-Whitney U test, unfamiliar male vs familiar male, p < 0.0001; 317 

unfamiliar female vs familiar female, p < 0.001) incidences of gaze toward the surrounding 318 

region of the partner’s face (Fig 5G, right; compare darker lines with the lighter lines). 319 

Further, males exhibited markedly higher (Mann-Whitney U test, p < 0.0001) incidences 320 

of gaze toward the partner females’ face (Fig 5G, right; compare cyan lines with the 321 

orange lines). 322 

 323 
Overall, using our novel gaze tracking of freely moving marmoset dyads, we found 324 

that both the social dimensions we examined – familiarity and sex – are significant 325 

determinants of natural gaze dynamics among marmosets. 326 

 327 
 328 
 329 
Discussion 330 
 331 
In this study, we first presented a novel framework for the automated, markerless, and 332 

identity-preserving tracking of 3D facial features of multiple marmosets. By building on 333 

top of the deep-learning framework provided by DeepLabCut, we used a constellation of 334 

cameras to overcome “blindspots” due to occlusion and imposed spatiotemporal 335 

smoothness constraints on the detected features to establish and preserve identities 336 

across time. The tracked facial features from each animal form a semi-rigid face frame as 337 

the animal moves freely in 3D space, thereby allowing us to infer the animal’s gaze 338 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 18, 2024. ; https://doi.org/10.1101/2024.02.16.580693doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.16.580693
http://creativecommons.org/licenses/by-nc-nd/4.0/


direction at each moment in time. It is important to reiterate that unrestrained marmosets 339 

use rapid saccadic head-movements for reorienting (Pandey et al., 2020) and have a 340 

limited amplitude range of saccadic eye-movements (Mitchell et al., 2014). Thus their 341 

head direction serves as excellent proxy for gaze orientation in unrestrained conditions. 342 

  343 
Primates are a highly visual species whose physical explorations of their environment 344 

are not confined to two-dimensional surfaces. Gaze is a critical component of primate 345 

social behavior and conveys important social signals such as interest, attention, and 346 

emotion (Emery, 2000). Assessment of gaze is therefore important to understand non-347 

verbal communication and interpersonal dynamics. Our 3D gaze tracking approach was 348 

able to capture both the positional and gaze dynamics of freely moving marmoset dyads 349 

in a naturalistic context. We observed clear effects of sex and familiarity on both 350 

interpersonal and gaze dynamics. Unfamiliar pairs exhibited more stereotyped patterns 351 

of arena occupancy, more sustained levels of social gaze across distance, and increased 352 

gaze monitoring, suggesting elevated levels of social attention compared to familiar pairs. 353 

On the other hand, familiar pairs exhibited more recurrent joint gazes in the shared 354 

environment compared to unfamiliar pairs. Familiar males also showed a higher tendency 355 

to reciprocate their partner’s gaze, suggesting a greater awareness of their partner’s 356 

social gaze state. 357 

 358 
Supported by the natural ecology of marmosets (Yamamoto et al., 2014; Solomon & 359 

French, 1997), we found dramatic sex differences in gaze behaviors, with males 360 

exhibiting significantly elevated levels of gaze toward females’ faces and the surrounding 361 

regions irrespective of familiarity. It is important to note that dominance in marmosets is 362 

not strictly determined by gender, as it can vary based on individual personalities and 363 

intra-group social dynamics, although breeding females typically dominate social activity 364 

within a group (Digby, 1995; Mustoe et al., 2023). While we have not explicitly controlled 365 

for dominance in this study, whether part of the observed differences can be attributed to 366 

dominance effects needs further exploration. 367 

 368 
Gaze following plays a crucial role in social communication for humans and non-369 

human primates, allowing for joint attention (Emery et al., 1997; Brooks & Meltzoff, 2005; 370 
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Burkart & Heschl, 2006; Shepherd , 2010). Previous research demonstrated that head-371 

restrained marmosets exhibited preferential gazing toward marmoset face stimuli 372 

observed by a conspecific in a quasi-reflexive manner during a free-choice task 373 

(Spadacenta et al., 2019). Interestingly we did not find any differences in gaze-following 374 

behaviors (transition from partner gaze to joint gaze) along the social dimensions we 375 

tested here. Future investigation of such behaviors by manipulating social variables such 376 

as dominance or kinship could provide a comprehensive understanding of gaze following 377 

and joint attention in naturalistic behavioral contexts. The scarcity of reciprocal gazes in 378 

our study may be attributed to the task-free experimental setup employed. Indeed, in 379 

other joint action tasks requiring cooperation for rewards, marmosets actively engage in 380 

reciprocal gaze behaviors (Miss & Burkart, 2018). 381 

 382 
While we focused on the tracking of facial features in this study, our automated system 383 

has the potential to extend to 3D whole-body tracking, encompassing limbs, tail, and the 384 

main body features of marmosets. In our system, multiple cameras surrounding the arena 385 

ensure that each body part of interest can be tracked through at least two cameras, 386 

enabling triangulation in 3D space. Our current system uses a pre-trained ResNet model 387 

(He et al., 2015) to track body parts of interest. However, considering the challenges 388 

posed by whole-body tracking, such as interference from marmosets’ fur that complicates 389 

feature detection, the adoption of cutting-edge transformer networks like the vision 390 

transformer model (Dosovitskiy et al., 2020) might significantly improve detection 391 

performance. Such an advancement in tracking and reconstructing the entire marmoset 392 

body frame would enable the analysis of such data using unsupervised learning 393 

techniques (Berman  et al., 2014; Calhoun et al., 2019) and thereby provide a deeper 394 

understanding of primate social behavior. 395 

 396 
In summary, our study lays the groundwork for a rigorous quantification of primate 397 

behaviors in naturalistic settings. Not only does this allow us to gain deeper insights 398 

beyond what is possible from field notes and observational studies, but it is also a key 399 

first step to go beyond current reductionist paradigms and understanding the neural 400 

dynamics underlying natural behaviors (Miller et al., 2022). 401 

 402 
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Figure captions 422 
 423 
Figure 1. Experimental setup and reconstruction in 3D space.  424 

(A) Two transparent acrylic arenas allowed marmosets to visually interact with each other. 425 

An opaque divider between the arenas was introduced intermittently to prevent visual 426 

access between animals. Two monitors on two ends were used to display video or image 427 

stimuli. Eight cameras surrounding the arenas ensured full coverage of both animals. 428 

LEDs at four positions were used to synchronize the video recordings across the set of 429 

cameras. (B) 3D reconstruction of the experimental setup. The two arenas are color-430 

coded as orange and cyan. The cameras colored the same as the arenas indicate that 431 

they primarily record the marmoset in the corresponding arena. Two purple L-frames 432 

within the arenas were used to establish a world coordinate system in the reconstruction 433 

process. Two gray planes on both ends are the reconstructed monitors.  434 

 435 
Figure 2. Pipeline of detecting facial features of two marmosets.  436 

(A) Six facial features of the marmoset (face frame) are color-coded: right tuft (red), 437 

central blaze (yellow), left tuft (green), right eye (purple), left eye (blue), and mouth 438 

(magenta). (B) Feature tracking pipeline (right) with the corresponding illustration for each 439 

step across two adjacent video frames (left). At the end of the pipeline, the facial features 440 

are clustered with the identities assigned consistently across frames. Facial points are 441 

color-coded as in A. (C) Example frames of four steps in the pipeline shown in B. It can 442 

be seen clearly that the facial points are tracked and clustered accurately, and the 443 

identities are consistent across frames.  444 

 445 
Figure 3. 3D Reconstruction of facial features and head gaze modeling.  446 

(A) The face frames of two marmosets are reconstructed in 3D using the tracked facial 447 

points in Fig. 2. A cone perpendicular to the face frame (gaze cone; 10-degree solid angle) 448 

is modeled as the head gaze. (B) Two example frames with the facial points projected 449 

from 3D space onto different camera views are shown. The left frame demonstrates that 450 

the facial points can be detected using information from other cameras, even if the face 451 

is invisible from that viewpoint. (C) Trajectory of the reconstructed face frame and the 452 

corresponding gaze cones across time.  453 
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 454 
Figure 4. Positional dynamics of marmoset dyads.  455 

(A) Movement trajectories of the face frame centroids for a marmoset pair (orange for 456 

female, cyan for male) in an example five-minute block. The heatmaps were calculated 457 

using the projections of the trajectories to XY, YZ, and XZ planes. (B) Marginal 458 

distributions of movement trajectories along the X and Z axes were calculated for all 459 

marmosets and grouped by familiarity and sex (transparent colors for familiar pairs, 460 

opaque colors for unfamiliar pairs). Black bars indicate significant differences between 461 

pairs of distributions (Mann-Whitney U test, significance level at 5%). (C) Histograms of 462 

inter-animal distance along the X axis show trimodal distributions for both familiar pairs 463 

(gray) and unfamiliar pairs (black). The fitted red curve for the unfamiliar pairs is a tri-464 

Gaussian distribution, while the fitted red curve for the familiar pairs is a mixture of 465 

Gamma and Gaussian distributions, with the first peak as the Gamma distribution. The 466 

three regions were designated as ‘Near’, Intermediate’, and ‘Far’. The inset illustrates the 467 

reason for this nomenclature. (D) Temporal evolution of inter-animal distance for 468 

unfamiliar and familiar pairs (which each 5-minute viewing block). The central dark line is 469 

the mean and the shaded area is the standard deviation. Black dots indicate significant 470 

differences (Mann-Whitney U test, significance level at 5%). 471 

 472 
Figure 5. Live interactive gaze analysis of unfamiliar and familiar marmoset dyads.  473 

(A) Gaze type categorized based on the relative positions of the gaze cones. Joint gaze 474 

is defined as two marmosets looking at the same location. A partner gaze is defined as 475 

one animal looking at the other animal’s face (but not vice versa). No interaction occurs 476 

when the two gaze cones do not intersect. (B) Histograms of gaze count as a function of 477 

inter-animal distance, shown separately for familiar and unfamiliar pairs. (C) Same data 478 

as in B shown as pie charts of percentages in social gaze states. (D) Gaze state transition 479 

diagrams for familiar and unfamiliar pairs. The nodes are the gaze states and the edges 480 

connecting the nodes represent the transition between states. Edge colors indicate 481 

transition probabilities. (E) Partner gaze self-transition probabilities for familiar and 482 

unfamiliar pairs (𝜒!  test). (F) Delta transition matrix between the unfamiliar pair and 483 

familiar pair state transition diagrams. Transitions that are significantly different across 484 

familiarity are marked by asterisks (𝜒! test, male to male, p < 0.05; female to male, p < 485 
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0.05; joint to joint, p < 0.0001). (G) Left, The schematic illustrates how gazing toward the 486 

surrounding region of a partner’s face area was measured. Right, Counts of gaze towards 487 

the surrounding region of the partner’s face by familiarity and sex. (Mann-Whitney U test, 488 

*** means p < 0.001; **** means p < 0.0001) 489 

 490 
Supplementary Figure 1. Gaze behavior analysis of a single marmoset viewing 491 

stimuli on the monitor.  492 

(A) Gaze duration for video stimuli is significantly higher compared to image stimuli (Mann 493 

Whitney U Test, p < 0.001). (B) Left, Gaze dispersion is defined as the average distance 494 

between the centers of the intersection of the gaze cone and the monitor within a gaze 495 

epoch. There was no difference between the video and image stimuli for gaze dispersion 496 

(Mann Whitney U Test, ns). (C) Left, Illustration of four gaze epochs (gray bars) to 497 

repeated presentations of a stimulus and the gaze counts at different time points within 498 

the duration of the presentation. Marmosets have more gazes in the early period than the 499 

late period for the video stimuli (Mann Whitney U Test, p < 0.001), however, this is not the 500 

case for the image stimuli (Mann Whitney U Test, ns). During the early period, marmosets 501 

had significantly higher gaze counts for the video stimuli than the image stimuli (Mann 502 

Whitney U Test, p < 10-10). 503 

 504 
Supplementary Video 1. Results from different processing stages of the facial features 505 

detection pipeline are shown for two marmosets in their home cage. 506 

 507 
Supplementary Video 2. 3D reconstruction of the face frame and the inferred gaze cone 508 

across time for a single marmoset. 509 

 510 
Supplementary Video 3. Categorization of gaze behavior epochs of two freely viewing 511 

marmosets and transitions between the defined gaze states.  512 

 513 
514 
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Methods 515 
 516 
Camera calibration 517 

All cameras (GoPro 8) were calibrated using an 8-by-9 black-white checkerboard. For 518 

each camera, the checkerboard was placed at various locations to sample the space of 519 

the camera’s field of view. To achieve better calibration performance, the checkerboard 520 

was tilted and rotated to varying degrees thus producing a range of different views (Zhang, 521 

2000). The corners of the checkerboard were automatically detected via a standard 522 

algorithm (detectCheckerboardPoints() function in the Image Processing and Computer 523 

Vision toolbox in MATLAB). The intrinsic parameters of each camera were estimated 524 

based on the data obtained from the checkerboard corner detection algorithm 525 

(estimateCameraParameters() function in Image Processing and Computer Vision 526 

toolbox in MATLAB).  527 

 528 
L-frame analysis 529 

L-shaped frames were used to obtain the extrinsic parameters of the cameras, the 530 

rotation matrix, and the transition vector (Timothy et al., 2021). The L-shaped frame was 531 

captured by four cameras that recorded one arena. Four points that were unevenly 532 

distributed on the L-shaped frame were manually labeled. The information of 533 

transformation from world coordinates to camera coordinates was then extracted based 534 

on the labeled result (cameraPoseToExtrinsics() function in Image Processing and 535 

Computer Vision toolbox in MATLAB). 536 

 537 
Camera recording 538 

GoPro 8 cameras were used and were simultaneously controlled via a Bluetooth remote 539 

control (The Remote by GoPro). Videos were recorded at 30 frames/sec with a linear lens. 540 

Frame resolution was set at 1920x1080 pixels. A circular polarizer filter was used to 541 

mitigate reflection artifacts. 542 

 543 
Deep convolutional neural network (DCNN) model training 544 

We used a modified version of DeepLabCut (Mathis et al., 2018) to perform automated 545 

markerless tracking of body parts of interest from two marmosets. The model was trained 546 

on 700 hand-labeled image frames extracted from videos of animals in their colony 547 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 18, 2024. ; https://doi.org/10.1101/2024.02.16.580693doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.16.580693
http://creativecommons.org/licenses/by-nc-nd/4.0/


settings. Each image frame was labeled with six facial points: the two tufts, the central 548 

blaze, two eyes, and the mouth. The model was trained using GPUs on a large computing 549 

cluster for 250,000 iterations until the loss reached a plateau.  550 

 551 
Gaze cone calculation 552 

At each time frame, the gaze orientation was calculated as the normal to the facial plane 553 

(‘norm’) defined by the two eyes and the central blaze. The position of the ear tufts, which 554 

were behind this facial plane, was used to determine the direction of gaze. A gaze cone 555 

was defined as a virtual cone of 10 degrees solid angle around this norm. 556 

 557 
Head gaze velocity calculation and stable epoch identification 558 

We used the change of the norm over consecutive time frames to calculate the head gaze 559 

velocity:  560 

 561 

𝑣(𝑡) = 	
𝑁(𝑡 + 2) + 𝑁(𝑡 + 1) − 𝑁(𝑡 − 1) − 𝑁(𝑡 − 2)

6  562 

 563 
where v(t) is the velocity at time point t, N(t) is the norm at time point t.  564 

 565 

We remove all time points where the head gaze velocity was larger than 0.1 in normalized 566 

units. Segments no shorter than three consecutive time frames were identified as stable 567 

epochs.  568 

 569 
Cone-monitor plane intersection 570 

We modified an existing method (Calinon & Billard, 2006; Sylvain, 2009) to determine the 571 

elliptical intersection of a gaze cone and the finite plane defined by the monitor.     572 

 573 
Cone-facial plane intersection 574 

We used a numerical method to determine whether the gaze cone of one animal 575 

intersected with the facial plane of the other. The facial plane was defined as the finite 576 

triangular plane formed by three facial features: two eyes and mouth. Any point X in 3D 577 

within the volume bounded by the cone satisfies the inequality: 578 

 579 
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cos 𝜃 −	
𝑑𝑜𝑡(𝑐𝑜𝑛𝑒𝐷𝑖𝑟, 𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔)

𝑛𝑜𝑟𝑚(𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔) 	≤ 0 580 

 581 
 582 
where 𝜃 is the solid angle of the gaze cone, coneDir is the direction vector of the gaze 583 

cone, coneOrg is the origin point of the gaze cone. The facial plane intersects with the 584 

cone if any point within the finite plane satisfies the inequality. 585 

 586 
Cone-cone intersection 587 

To calculate the cone-cone intersection, we used the same numerical method as above. 588 

If any point X in 3D simultaneously satisfied the following inequalities: 589 

 590 

cos 𝜃" −	
𝑑𝑜𝑡(𝑐𝑜𝑛𝑒𝐷𝑖𝑟", 𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔")

𝑛𝑜𝑟𝑚(𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔")
	≤ 0 591 

 592 
and  593 

 594 

cos 𝜃! −	
𝑑𝑜𝑡(𝑐𝑜𝑛𝑒𝐷𝑖𝑟!, 𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔!)

𝑛𝑜𝑟𝑚(𝑋 − 𝑐𝑜𝑛𝑒𝑂𝑟𝑔!)
	≤ 0 595 

 596 
 597 
then the two cones were considered to be intersected. Subscripts in the above 598 

inequalities indicate the parameters of the two gaze cones under consideration. 599 

 600 
Maximum likelihood estimation  601 

We used the a maximum likelihood estimation method (mle() function in the Statistics and 602 

Machine Learning Toolbox in MATLAB) to fit a mixture of Gamma and Gaussian 603 

distributions. 604 

 605 
Markov chain analysis 606 

State transition matrices were obtained based on the behavioral data. These matrices 607 

were then used to generate the discrete Markov chains (dtmc() function in Econometrics 608 

Toolbox in MATLAB) and plotted (graphplot() function in MATLAB). 609 

 610 
Warren Sarle’s bimodality coefficient 611 
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Sarle’s bimodality coefficient was used to test for bimodality. The coefficient was 612 

calculated using publicly available MATLAB code based on the theory in Pfister et al., 613 

2013 .  614 

 615 
Experimental model and subject details 616 
 617 
Animals 618 

Nine adult marmosets were used in this study (four males, five females). Four familiar 619 

male/female pairs were each from the same cage. Four unfamiliar male/female pairs were 620 

selected from the nine animals such that each member of a pair were from different home 621 

cages and did not have visual access to each other while in the colony.  Animals were 622 

kept in a colony maintained at around 75°F, 60% humidity and a 12h:12h light-dark cycle. 623 

 624 
Single marmoset gazing at the monitor 625 

A single freely moving marmoset was recorded by four cameras surrounding the arena. 626 

Video or image stimuli were displayed at one of five locations (Center, Up, Down, Left and 627 

Right) on the monitor (location chosen randomly). Each session contained only one 628 

stimulus category (either video or image) and consisted of five blocks. Each block 629 

consisted of ten five-second stimuli interleaved with ten five-second breaks. Each block 630 

started with a white dot in the center of the screen on a black background lasting for one 631 

second. At the end of the block, a juice reward (diluted condensed milk, condensed milk : 632 

water = 1:7) was delivered with a syringe pump system (NE-500 programmable OEM 633 

syringe pump from Pump Systems Inc.) along with an auditory cue.  634 

 635 
Freely interacting marmoset dyads 636 

Two freely moving marmosets, in separate arenas, were recorded by two sets of four 637 

cameras surrounding the arenas. Each session consisted of ten five-minute free-viewing 638 

blocks interleaved with nine five-minute breaks. A juice reward (diluted condensed milk, 639 

condensed milk : water = 1:7) was delivered every minute through two syringe pump 640 

systems during the free-viewing blocks. During the breaks, a divider was placed between 641 

the two arenas that prevented the marmosets from seeing each other. 642 

 643 
 644 
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