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ABSTRACT: The B-rapidly accelerated fibrosarcoma (BRAF) is a
proto-oncogene that plays a vital role in cell signaling and growth
regulation. Identifying a potent BRAF inhibitor can enhance
therapeutic success in high-stage cancers, particularly metastatic
melanoma. In this study, we proposed a stacking ensemble learning
framework for the accurate prediction of BRAF inhibitors. We
obtained 3857 curated molecules with BRAF inhibitory activity
expressed as a predicted half-maximal inhibitory concentration
value (pIC50) from the ChEMBL database. Twelve molecular
fingerprints from PaDeL-Descriptor were calculated for model
training. Three machine learning algorithms including extreme
gradient boosting, support vector regression, and multilayer
perceptron were utilized for constructing new predictive features
(PFs). The meta-ensemble random forest regression, called StackBRAF, was created based on the 36 PFs. The StackBRAF model
achieves lower mean absolute error (MAE) and higher coefficient of determination (R2 and Q2) than the individual baseline models.
The stacking ensemble learning model provides good y-randomization results, indicating a strong correlation between molecular
features and pIC50. An applicability domain of the model with an acceptable Tanimoto similarity score was also defined. Moreover, a
large-scale high-throughput screening of 2123 FDA-approved drugs against the BRAF protein was successfully demonstrated using
the StackBRAF algorithm. Thus, the StackBRAF model proved beneficial as a drug design algorithm for BRAF inhibitor drug
discovery and drug development.

1. INTRODUCTION
The B-rapidly accelerated fibrosarcoma (BRAF) is a proto-
oncogene belonging to the rat sarcoma (RAS)/rapidly
accelerated fibrosarcoma (RAF) family.1 The RAF family
plays a crucial role in the mitogen-activated protein kinase
(MAPK)/extracellular signal-regulated kinase (ERK) signaling
pathway.1 The RAF signaling module transduces signals from
the cell surface to the nucleus. This module is composed of the
RAS-GTPase enzyme, which is the upstream regulator of the
RAF proteins.2 The binding of growth factors, cytokines, and
hormones to the membrane receptors activates RAS signaling
and subsequent RAF activity. This signaling pathway leads to
the activation of the dual-specificity protein kinases including
MEK1 and MEK2, which in turn activate the ERK1 and ERK2
kinases.3 Mutations in this pathway promote cell growth,
proliferation, and survival in most cancers.

BRAF mutations are present in 49% of melanoma patients
and increase the risk of mortality in melanoma patients by 1.7
times higher than in patients without BRAF mutations.4 The
majority (90%) of BRAF mutations occur at valine residue at
position 600 that changes to glutamic acid (V600E).5 To date,
three generations of selective BRAF inhibitors such as
sorafenib, dabrafenib, and TAK-632 have been approved for
advanced-stage melanoma targeting BRAF V600E protein.6

These drugs have significantly increased patient responses;
however, their acquired drug resistance limits their effective-
ness as a single therapy, and most patients relapse within a
year.7 Identification of new BRAF inhibitors has thus been
pursued to seek better-adapted BRAF inhibitors and more
effective candidates.6 In silico techniques employing powerful
computing resources and computational frameworks contrib-
ute significantly to BRAF inhibitor research.8,9

A previous study constructed a 3D-quantitative structure−
activity relationship (3D-QSAR) model for evaluating the
BRAF inhibitory activity of 71 pyridopyrazinones using a
partial least square (PLS) regression mode.8 Recently,
Gaussian field-based 3D-QSAR and molecular simulation
studies were performed to design a potent pyrimidine−
sulfonamide, also using the PLS model.9 Two studies also built
3D-QSAR models using the PLS algorithm to predict BRAF
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inhibitors.10,11 Additionally, one study applied a deep learning
(DL) generative model for designing BRAF inhibitors.12 In
total, four previous studies used 3D-QSAR and PLS models,
and one study applied DL for predicting BRAF inhibitors.
However, none of them implemented more sophisticated
machine learning (ML) techniques.

ML and DL have accelerated the search for potent
compounds with desired properties.13,14 ML has significantly
impacted kinase drug design as evidenced by the discovery of
dual fibroblast growth factor receptor and epidermal growth
factor receptor inhibitors.15 Commonly used ML algorithms,
such as random forest (RF), extreme gradient boosting (XGB),
or multilayer perceptron (MLP), are widely employed in
predicting drug bioactivity and pharmaceutical composi-
tions.16−18 However, one limitation of conventional ML
models is a high generalization error, as predictions rely on a
single model output. In contrast, stacked generalization refers
to any scheme that feeds information from one set of
estimators to another before the final estimator, which reduces
generalization error.19 This approach addresses the potential
bias prediction from single ML models that rely on a single
output. Stacking ensemble learning, on the other hand,
produces the meta-decision from all ML output, which can
improve the model accuracy.19

In this study, we developed StackBRAF�the stacking
ensemble learning model to accurately predict the negative
log of the inhibitory concentration at 50 percent (pIC50)
against BRAF protein. The experimental inhibitory concen-
tration at 50 percent (IC50) of all compounds against BRAF
protein was obtained from the ChEMBL database. We used 12
molecular fingerprints from PaDeL-Descriptor software to
train the model. The 10-fold cross-validation (10-CV) results
of baseline models served as new predictive features (PFs) for
constructing the meta-predictor using an ensemble RF
regressor algorithm. The proposed ensemble learning model
was evaluated for predicting ligand affinity against BRAF
protein. The model’s applicability was determined based on
the principle that the model can only accurately predict the
compounds with structures similar to those in the training
dataset.20 The goodness of fit, model robustness, and
predictability were also measured. In conclusion, the
StackBRAF model was applied to predict drug affinity against
BRAF protein for 2123 US FDA-approved drugs as a part of a
performance evaluation.

2. MATERIALS AND METHODS
2.1. Dataset. Chemical compounds and IC50 values against

BRAF protein were collected from the ChEMBL database with
assay ID: ChEMBL5145.21 The chemical features were stored
in a canonical isomeric simplified molecular input-line entry
system (SMILES) format. Any missing SMILES or IC50 values
were removed. Inorganics and mixed compounds were
excluded from the dataset, as they could interfere with the
molecular fingerprint calculation. Only compounds with
numeric IC50 values were collected. The IC50 values were
converted into molar units (M) and then transformed into
pIC50 values by negative log transformation of the IC50 value.
Duplicated molecules were eliminated using two criteria: if the
duplicates had different pIC50 values less than or equal to 0.2,
the pIC50 values were averaged, and only one entry with the
average pIC50 value was kept. However, if duplicates had
different pIC50 values greater than 0.2, both entries were
removed from the dataset to ensure the model has reliable

prediction and reduced overfitting.22 FDA-approved drugs
were removed at the stage for use in the validating model
performance in the FDA-approved drugs dataset. Molecules
with a molecular weight greater than 700 (Da) and a LogP
greater than 8 were also excluded because they are less likely to
pass through the cell membrane.23 The dataset for model
construction and validation contained a total of 3857
compounds, consisting of 2697 compounds in the training
dataset and 1157 compounds in the test dataset. The FDA-
approved drugs’ SMILES dataset was collected from Phase V
drugs in the ChEMBL database. The FDA-approved drugs’
SMILES were also transformed into canonical isomeric
SMILES then the inorganic compounds, mixed compounds,
and duplicate entries were eliminated. Finally, the 2123
curated FDA-approved drug datasets were used in this study.
All datasets were included in the Supporting Information.
2.2. Molecular Fingerprints. The canonical isomeric

SMILES format was used to generate molecular fingerprints
using PaDeL-Descriptor software.24 The SMILES strings have
advantages in terms of their storage and easy handling
compared to the 3D molecular structure or graph representa-
tion.25 The canonical isomeric SMILE is a stereochemistry
unique SMILES notation that can be used to identify a unique
compound with its stereochemistry.26 Molecular fingerprints
represent the chemical substructures that are inherently
present or absent in a molecule. To calculate molecular
fingerprints, salts were removed, and the tautomer and nitro
groups were standardized during fingerprint encoding. Herein,
the 12 molecular fingerprints were used: AtomPairs2D (780
values),27 AtomPairs2DCount (780 values),27 CDK (1024
values),28 CDKextended (1024 values),28 CKDgraphonly
(1024 values),28 Estate (79 values),29 KlekotaRoth (4860
values),30 KlekotaRothCount (4860 values),30 MACCS (166
values),31 PubChem (881 values),32 Substructure (307
values),24 and SubstructureCount (307 values)24 were used
in this study.
2.3. Model Architecture. Stacking ensemble learning was

constructed using 10-CV based on 36 PFs derived from 3 ML
algorithms including XGB, support vector regression (SVR),
and MLP. XGB is a tree-boosting algorithm that enhances its
performance through gradient-boosting ensemble and regula-
rization methods. The final output of the XGB algorithm
consists of consecutively trained decision tree models. For all
12 molecular fingerprints, the XGB hyperparameters are set as
follows: gamma = 0, reg_lambda = 1, reg_alpha = 0,
max_depth = 6, n_estimators = 100, and learning_rate =
0.3. SVR is a nonparametric regression model that predicts
outputs based on a linear hyperplane and an acceptable error
margin. The regularization parameter (C) of SVR was
randomly searched from 1 to 10 for each of the 12 molecular
fingerprints using grid search fivefold CV. MLP is a feed-
forward artificial neural network (ANN) that serves as the
foundation for deep neural networks. The MLP is composed of
three primary components: the input layer, the hidden layer,
and the output layer, which are fully connected to each other.
The MLP hyperparameters, including hidden_layer_sizes =
(100, 100, 100), activation = ReLU, solver = Adam, alpha =
0.001, learning_rate_init = [0.001, 0.01], max_iter = 500, were
randomly searched for each of the 12 molecular fingerprints by
using grid search fivefold CV. The best estimators were chosen
and constructed for all 36 baseline models. Subsequently, the
10-fold CV pIC50 values from each baseline model were used
as a new PF. These new PFs can be defined by eq 1:
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= { }PF PF1, PF2, PF3, ..,PF36 (1)

where PF represents the 10-CV of the baseline model for each
fingerprint from each molecule. The RF algorithm was
employed as an ensemble method to predict BRAF affinity.
The hyperparameters search in grid search fivefold CV for the
RF model included max_depth = [10, 20, 50], n_estimator =
[10, 100], and max_features = [2, 3, 4, 5]. The summary of the
StackBRAF algorithm was presented in Scheme 1.

2.4. Model Evaluation. The coefficient of determination
(R2 or Q2) and the mean absolute error (MAE) are the two
essential performance metrics for measuring baseline and
StackBRAF models. High prediction performance is associated
with lower MAE and higher R2 or Q2 values. The MAE and R2

for the training dataset (MAETr and R2
Tr), CV dataset (MAECV

and Q2
CV), and external test dataset (MAEExt and Q2

Ext) were
calculated based on the following eqs 2 and 3:
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where yi is an experimental pIC50 value and the ŷi is the
corresponding predictive yi value. The y̅ represents the average
of experimental yi values. The n value is the total number of
molecules in the dataset. The MAE value indicates the
prediction errors of the model. Lower values of MAE (close to
0) suggest low prediction errors. The coefficient of
determination (R2 or Q2) determines the percentage of
variance from the experimental pIC50 that can be explained
by the model. High values of R2 and Q2 (close to 1) indicate
the high goodness of fit and high predictability, respectively.
Generally, R2 or Q2 > 0.6 suggests that the prediction model is
performing well, R2 − Q2 ≤ 0.2 represents the goodness of fit,
and the MAE less than 1 was evident that the model has a
good prediction accuracy.33

2.5. y-Randomization. The correlation of the QSAR
models was determined using a y-randomization experiment.
The x−y pairings in the training set were randomly scrambled
to produce the incorrect x−y pairs. These false x−y pairs were
utilized to train the model, which was then used to predict the
pIC50 values and calculate the R2 and Q2 values. The

Scheme 1. StackBRAF’s Model Architecture

Figure 1. Chemical distribution of the BRAF dataset with 12 fingerprints displayed by the t-Distributed Stochastic Neighbor Embedding (t-SNE)
algorithm. Blue and red colors indicate the training and test datasets, respectively.

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.3c01641
ACS Omega 2023, 8, 20881−20891

20883

https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=sch1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=sch1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c01641?fig=fig1&ref=pdf
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.3c01641?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


differences in the R2 and Q2 values between the original x−y
pairs and the false x−y pairs indicate the model’s robustness.
The model is considered robust if the original x−y pairings
outperformed their y-randomized models. If the y-randomized
models produced similar performance compared to the original
x−y pairings, the x−y correlation of the model was defined as
not trustworthy. In this study, the robustness of the model was
validated by 100 y-randomization models.
2.6. Feature Importance. The SHapley Additive exPlan-

ations (SHAP) feature importance value was used to identify
the predictive fingerprints that affect the predicted pIC50
output of the StackBRAF model. SHAP algorithm works
through game theory, where each feature is an agent that
affects the model’s output. The SHAP algorithm determines
both the impact of each feature and the direction (positive and
negative) of the model’s output. The SHAP values explain the
contribution of a given molecule in the dataset (local
explainer). All SHAP values were then averaged to calculate
the mean SHAP value, which can explain the global impact of
each feature on the model’s output (global explainer).34

Positive SHAP contributions have an impact on the positive
pIC50 value, whereas negative SHAP contributions have an
impact on the negative pIC50 value.
2.7. Applicability Domain. The applicability region is

specified as the field of application of the QSAR model, which
is a set of chemicals for which the model should produce
accurate predictions.20 This principle is important because the

model can only offer reliable predictions for compounds that
are identical to those utilized in the model development. The
applicability domain was assessed using two methods: (1) a
plot between normalized residuals of model prediction and the
experimental pIC50 value, and (2) a Tanimoto similarity score
to the non-outlier training and test datasets. The standardized
residuals are calculated by using eq 4:

=
y y

y y
Standardized residual

Standard deviation ( )
i i

i i (4)

where yi is an experimental pIC50 value and the ŷi is the
corresponding predictive yi value. An absolute standard
residual higher than 3 in both the training and test dataset
was considered an outlier of the model. Once the outliers were
identified, the Tanimoto similarity score was calculated using
the extended circular fingerprint at radius 3 with 2048 bits
from the RDKit software. This score was used to assess the
similarity of a new predictive compound to the non-outliers
training and test datasets and was calculated based on eq 5 for
compound A and compound B (T(A,B)):

=
+

T
(A B)

A B (A B)(A,B)
(5)

where (A ∩ B) is the number of common presence features in
both fingerprints A and B, while A and B are the number of
presence features in fingerprints A and B, respectively. If the

Table 1. Baseline Model Performances of 36 Machine Learning Models

XGBoost MLP SVR

R2
Tr
a MAETr

b R2
Tr
a MAETr

b R2
Tr
a MAETr

b

AtomPairs2D 0.89 0.31 0.84 0.40 0.75 0.42
AtomPair2DCount 0.97 0.16 0.91 0.31 0.63 0.59
CDK 0.99 0.08 0.97 0.20 0.98 0.13
CDKextended 0.99 0.08 0.99 0.11 0.98 0.13
CDKgraphonly 0.96 0.17 0.96 0.18 0.93 0.21
EState 0.77 0.45 0.75 0.51 0.67 0.52
KlekotaRoth 0.93 0.28 0.99 0.10 0.97 0.14
KlekotaRothCount 0.93 0.27 0.99 0.11 0.88 0.29
MACCS 0.94 0.23 0.95 0.21 0.87 0.28
PubChem 0.95 0.22 0.93 0.25 0.88 0.29
Substructure 0.82 0.41 0.84 0.39 0.75 0.44
SubstructureCount 0.92 0.27 0.89 0.32 0.51 0.71

aR2
Tr: determination coefficient of training dataset. bMAETr: mean absolute error of training dataset.

Table 2. 10-Fold Cross-Validation Performances of 36 Machine Learning Models

XGBoost MLP SVR

Q2
CV
a MAECV

b Q2
CV
a MAECV

b Q2
CV
a MAECV

b

AtomPairs2D 0.62 0.61 0.51 0.70 0.57 0.64
AtomPair2DCount 0.68 0.55 0.60 0.65 0.57 0.66
CDK 0.72 0.51 0.69 0.55 0.77 0.47
CDKextended 0.71 0.52 0.67 0.57 0.77 0.47
CDKgraphonly 0.69 0.54 0.63 0.60 0.71 0.53
EState 0.55 0.67 0.47 0.72 0.53 0.68
KlekotaRoth 0.73 0.52 0.64 0.60 0.76 0.49
KlekotaRothCount 0.73 0.52 0.64 0.59 0.72 0.53
MACCS 0.65 0.58 0.54 0.68 0.66 0.57
PubChem 0.72 0.52 0.66 0.58 0.73 0.51
Substructure 0.61 0.63 0.52 0.69 0.60 0.62
SubstructureCount 0.67 0.57 0.60 0.65 0.48 0.75

aQ2
CV: determination coefficient of the 10-fold cross-validation model. bMAECV: mean absolute error of the 10-fold cross-validation model.
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maximum Tanimoto similarity score of a given compound is

higher than moderate similarity (0.5), when compared to the

non-outliers of training and test datasets, the predictive

compound was defined as in the applicability domain.

3. RESULTS
3.1. Chemical Distribution of the BRAF Dataset.

Figure 1 illustrates the chemical distribution of BRAF training
and test datasets by the t-Distributed Stochastic Neighbor
Embedding (t-SNE) algorithm. The t-SNE visualization is
based on the distribution of the compounds from 12
fingerprints. The blue and red circles represent the training

Table 3. External Test Performances of 36 Machine Learning Models

XGBoost MLP SVR

Q2
Ext
a MAEExt

b Q2
Ext
a MAEExt

b Q2
Ext
a MAEExt

b

AtomPairs2D 0.68 0.55 0.53 0.67 0.65 0.58
AtomPair2DCount 0.75 0.49 0.67 0.59 0.60 0.64
CDK 0.77 0.46 0.74 0.51 0.81 0.43
CDKextended 0.77 0.47 0.72 0.53 0.81 0.44
CDKgraphonly 0.72 0.51 0.68 0.56 0.77 0.49
EState 0.58 0.65 0.44 0.77 0.58 0.64
KlekotaRoth 0.76 0.49 0.69 0.57 0.80 0.45
KlekotaRothCount 0.77 0.49 0.70 0.56 0.75 0.50
MACCS 0.72 0.52 0.59 0.65 0.73 0.52
PubChem 0.77 0.47 0.71 0.53 0.76 0.48
Substructure 0.68 0.58 0.57 0.66 0.65 0.59
SubstructureCount 0.72 0.53 0.65 0.59 0.51 0.73

aQ2
Ext: determination coefficient of the external model. bMAEExt: mean absolute error of the external model.

Figure 2. StackBRAF model performance. (A) training dataset performance, (B) 10-fold cross-validation (CV) performance, (C) external test
dataset performance, and (D) y-randomization results between the original model (red) and the y-randomization models (yellow color, n = 100).
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and test datasets, respectively. The results reveal that the
chemical distribution of all 12 fingerprints exhibits the
similarity distribution between training and test datasets. No
distinct separation between these datasets was observed in the
distribution plots (Figure 1). This result indicates that the 12
molecular fingerprints of the test dataset share a similar
chemical distribution with those of the training dataset.
Therefore, the test dataset can be used to determine the
model’s predictability, and all 12 molecular fingerprints can be
utilized for model construction.
3.2. Machine Learning Model Performance. Tables

1−3 present the machine-learning performance of 36 models,
resulting from the combination of 12 molecular fingerprints
with 3 algorithms. Table 1 shows that the XGB_CDK,
XGB_CDKextended, MLP_CDKextended, MLP_KlekotaR-
oth, and MLP_KlekotaRothCount had the highest R2

Tr at
0.99, and the lowest MAETr ranged from 0.08 to 0.11
compared to other models. However, the highest Q2

CV and the
lowest MAECV of 10-CV were found in the SVR_CDK, and
the SVR_CDKextended (Q2

CV = 0.77, 0.77, 0.76, and the
MAECV ranged from 0.47 to 0.49, respectively) as displayed in
Table 2. In contrast, XGB_CDK, XGB_CDK, MLP_CDKex-

tended, MLP_KlekotaRoth, and MLP_KlekotaRothCount
extended yielded the Q2

CV only at 0.64−0.73, respectively.
Those results signify that the CDK and CDK extended of SVR
have better goodness of fit than the XGB_CDK,
XGB_CDKextended, MLP_CDKextended, MLP_ KlekotaR-
oth, and MLP_ KlekotaRothCount models.

Table 3 shows that the Q2
Ext of SVR_CDK, SVR_CDKex-

tended, and SVR_KlekotaRoth produced the top three highest
Q2

Ext at 0.81, 0.81, and 0.80, respectively. Besides, the MAEExt
of the SVR_CDK, SVR_CDKextended, and SVR_KlekotaR-
oth also exhibited the top three lowest MAEExt values similar to
the 10-fold CV model performances. As a result, the top three
baseline models for predicting BRAF affinity are SVR_CDK,
SVR_CDKextended, and SVR_KlekotaRoth.

The goodness of fit of the baseline models was also assessed
using R2

Tr−Q2
CV and R2

Tr−Q2
Ext metrics. We found that the

R2
Tr−Q2

CV and R2
Tr−Q2

Ext metrics of the SVR_CDK,
SVR_CDK extended, and SVR_KlekotaRoth were 0.21 and
0.16−0.17, respectively. An R2

Tr−Q2
CV metric higher than 0.2

indicates that the top three baseline models were slightly
overfitted models.16 Furthermore, the highest Q2

Ext of the
baseline model was 0.81, which does not meet the desired

Table 4. BRAF Inhibitor QSAR Performance Comparison

models training dataset test dataset R2 Q2
CV R2

y‑random Q2
Ext references

3D-QSAR 71 19 0.907 0.66 not reported 0.976 8
Gaussian-3D-QSAR 36 15 0.96 0.78 0.68 0.63 9
3D-QSAR 27 189 not reported 0.70 not reported 0.56 10
3D-QSAR 243 60 0.71 0.68 0.002 0.82 11
StackBRAF 2697 1157 0.93 0.80 0.32 0.84 our study

Figure 3. Predictive feature importance of the StackBRAF model. (A) Summary plot and (B) average SHAP value per predictive feature. The red
and blue colors indicate the high and low predictive feature values in the summary plot, respectively.
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predictability performance. Therefore, to reduce overfitting
and improve the predictability of the BRAF model, a stacking
ensemble learning model was constructed.
3.3. Stacking Ensemble Model. Figure 2 illustrates the

performance of the stacking ensemble model for predicting
BRAF affinity (StackBRAF). Figure 2A−C depicts the
StackBRAF model with the R2

Tr, Q2
CV, and Q2

Ext at 0.93,
0.80, and 0.84, while the MAETr, MAECV, and MAEExt of the
StackBRAF model were 0.28, 0.44, and 0.40, respectively. We
observed that the StackBRAF provided the highest Q2

CV and
Q2

Ext values, while yielding the lowest MAECV and MAEExt
values compared to the baseline models. Additionally, the
differences between R2

Tr−Q2
CV and R2

Tr−Q2
Ext metrics were

0.13 and 0.09, which were significantly lower than 0.2 and
lower than the top three high-performance baseline models,
respectively. Comparing Figure 2 with Tables 2 and 3, the
results indicate that the StackBRAF model exhibits the highest
goodness of fit and predictability compared to baseline models.

We examined the false x−y correlation using y-random-
ization experiments (Figure 2D). The results reveal that the y-
randomization models (yellow circles, n = 100) were in the
opposite quadrant compared to the original model (red
circles). The average of R2

y‑random and Q2
y‑random was 0.32 ±

0.02 and −0.01 ± 0.01, respectively. The significant difference
between the R2

Tr and Q2
Ext of the original model and the

R2
y‑random and Q2

y‑random of the y-randomization models proves
that the correlation between the x variables and y variables of
the StackBRAF model is reliable. This result confirms the
robustness of the model.

Previous studies have constructed the validated QSAR
models for designing new drugs against the BRAF protein
(Table 4).8−11 Most of them utilized 3D descriptors calculated
from comparative molecular force field and comparative
molecular similarity indices analysis models. They also applied
the PLS as a regression model with steric, electrostatic,
hydrophobic, and hydrogen bonding between the drug and
target as molecular descriptors.8−11 The training datasets of
previous studies included 27−243 compounds, while the test
datasets comprised 15−189 compounds. In comparison, our
StackBRAF has 11−100 times larger training and 6−77 times
larger test datasets than those of previous studies. The
StackBRAF demonstrated the highest goodness of fit in the

CV test (Q2
CV) compared to the four previous studies.8−11

StackBRAF also exhibits better predictability (Q2
Ext) than the

three previous studies of the 3D-QSAR model.9−11 Overall,
our StackBRAF model offers improved predictability, robust-
ness, and applicability across a wide range of chemical
molecules.
3.4. Model Interpretation. Figure 3 highlights the

importance of PFs in the StackBRAF model using the SHAP
algorithm. In Figure 3A, the high and low PF values
influencing the StackBRAF’s output are represented by red
and blue colors, respectively. The mean SHAP value
demonstrates the impact each PF has on the model output
value. We found that the top five important features include
SVR_CDK (mean |SHAP| = 0.15), SVR_KlekotaRoth (mean |
SHAP| = 0.14), SVR_CDKextended (mean |SHAP| = 0.12),
the XGB_CDK (mean |SHAP| = 0.08), and SVR_PubChem
(mean |SHAP| = 0.07) (Figure 3B). The top three most
important features of the StackBRAF align with the top three
baseline models. Notably, the top five PFs have a combined
average impact of up to 0.56 on the pIC50 value of the model’s
output.

Figure 3B also reveals the low-importance PFs of the
StackBRAF model. The MLP_Estate, SVR_EState,
MLP_MACCS, MLP_AtomPairs2D, and SVR_Substructur-
eCount all have the mean |SHAP| value of 0.004, which is less
than 0.01. This indicates that the pIC50 is rarely influenced by
these features. Thus, the stacking ensemble model is primarily
influenced by the accurate predictive fingerprints and less
influence by the low-accuracy ones. Notably, computing the
SHAP algorithm for each SVR_CDK, SVR_KlekotaRoth, and
SVR_CDKextended fingerprints was hindered by system
shutdown and kernel issues with the SVR algorithm.
3.5. Applicability Domain. The ML model cannot predict

all chemical substances, only the chemicals utilized in the
training dataset will produce very accurate predictions. The
application scope of the model is defined as the evaluation of
the chemical having a standardized residual lower than ±3.
The standardized residual is calculated as the ratio between the
difference of the observed and predicted value of a given
molecule (residual) and the standard deviation of the residuals
of all molecules in the dataset. The compound with an absolute
standardized residual higher than ±3 was considered an

Figure 4. Standard residual plot and experimental pIC50 analysis of the StackBRAF model. (A) Standard residual plot of the training dataset, and
(B) standard residual plot of the test dataset. Blue and red dots indicate training and test datasets, respectively. The dashed line indicates an
absolute standardized residual at 3.
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outlier. The result shows that 21 molecules from the training
dataset and 12 molecules from the test dataset contained
higher ±3 standardized residual values (Figure 4A,B). This
means the outliers of this model contained 33 molecules from
both the training and test dataset (Supporting Information).
Noted that the standardized residuals of low experimental

pIC50 values (pIC50 < 6) tend to exceed the −3 standardized
residuals, while the high experimental pIC50 values (pIC50 > 6)
tend to increase higher than 3 standardized residuals in both
training and test dataset (Figure 4A,B). This result implies that
the StackBRAF model could overestimate low and high
experimental pIC50 if the molecules are similar to the outliers.

Figure 5. Tanimoto similarity score of the compound in non-outlier of (A) training and (B) test datasets. The red (1.0), white (0.5), and blue (0.0)
colors illustrate high similarity, median similarity, and low similarity among the compounds, respectively.

Chart 1. Top Five Predictive pIC50 of FDA-Approved Drugsa

aNR: Not reported in the ChEMBL database.
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Figure 5 depicts the Tanimoto similarity of the non-outlier
compounds in the training and test dataset. This experiment
defined the similarity degree of the new compound compared
to the non-outliers training and test datasets. High similarity
scores (closer to 1) indicate high chemical structure similarity,
while low similarity scores (closer to 0) indicate low similarity
between two compounds. The red (1.0), green (0.5), and blue
(0.0) colors represent low, median, and high chemical diversity
between the pairs of compounds, respectively. We found that
the average similarity scores of the compounds in the non-
outlier training and test datasets were both 0.13 ± 0.09,
suggesting high molecular diversity and strong model general-
ization. Moreover, a median similarity score of 0.5 was set as
the minimum acceptable level of similarity before categorizing
a compound into the applicability domain. Compounds with
similar structures to the non-outlier training or test dataset will
obtain a confident prediction of the pIC50 value from the
StackBRAF model.
3.6. Prediction of BRAF Inhibitor from 2123 FDA-

Approved Drugs. The performance of the StackBRAF
algorithm was examined using 2123 curated FDA-approved
drugs for predicting BRAF inhibitors. Drugs with a Tanimoto
similarity score below 0.5 when compared to the non-outliers
training and test datasets were excluded. Chart 1 illustrates the
top five predictive pIC50 values from the StackBRAF model
and the top three baseline models alongside the average actual
pIC50 value found in the ChEMBL database. The StackBRAF
model identified encorafenib, vemurafenib, regorafenib,
ponatinib, and sorafenib as the top five FDA-approved drugs
with the highest predictive pIC50 values, which were 8.19, 8.00,
7.02, 6.70, and 6.59, respectively. In contrast, their actual pIC50
values were 9.00, 7.46, 7.28, not reported (NR), and 7.23,
respectively (Chart 1). When evaluating the prediction error
using the MAE metric, StackBRAF had the lowest MAE at
0.56, surpassing SVR_CDK, SVR_CDKExtended, and
SVR_KlekotaRoth, which had values of 0.65, 0.81, and 0.60,
respectively. This result indicates that the StackBRAF had the
lowest MAE compared to the top three baseline models.

Encorafenib and vemurafenib are FDA-approved BRAF
V600E inhibitors for melanoma patients.35,36 Regorafenib is an
FDA-approved multitarget kinase inhibitor that targets BRAF
and RAF-1 proteins.37 The subsequent two compounds,
ponatinib and sorafenib, are FDA-approved drugs for chronic
myeloid leukemia with BCR mutation and advanced renal cell
carcinoma with BRAF mutation, respectively. These top five
predictions of FDA-approved drugs, including four FDA-
approved BRAF inhibitors, suggest that the StackBRAF model
can understand the molecular fingerprints of the drug targeting
BRAF protein. On top of that, the running time for predicting
a single molecule was less than 8 s. Thus, this result suggests
that the StackBRAF algorithm can be used in BRAF inhibitor
ligand-based drug design.

4. DISCUSSION
This study provides valuable proof of concept, demonstrating
that the stacking ensemble ML model can outperform the
baseline models and increase accuracy for BRAF inhibitory
activity prediction. The advantages of stacking ensemble
learning include the fact that the stacked model does not
depend on only one ML model, which could lead to bias and
prediction error. Instead, the stacked model utilizes the
abilities of several well-performing algorithms to make an
optimal decision that surpasses any of the individual algorithms

used to build the ensemble model. In addition, the stacked
model exhibits improved diversity due to the different baseline
algorithms employed in building PFs, such as tree-based
models, support vector models, or ANN models. Nevertheless,
the primary limitation of stacked models is that they can
require high computational time when training with large
datasets.38 Despite that the stacked models have been found to
achieve high accuracies and have been applied in numerous
drug design and healthcare prediction problems.25,39−41

The baseline algorithms that we used offer distinct benefits
and diversity. The advantages of the XGB model include its
fast-running time and high-performance model prediction,
derived from the gradient-boosting tree-based method.42 The
XGB has been widely used in QSAR modeling due to its
superior performance compared to other ML models.43 The
SVR algorithm provides excellent generalization capabilities
and high prediction accuracy, which are based on its non-linear
kernel, and epsilon tube.44 The epsilon tube aims to find the
most optimal flattest tube containing the training dataset while
balancing model complexity and prediction error.44 In our
study, the performances of the SVR models ranked among the
top three baseline models and contributed to the top three PFs
in terms of SHAP importance. The benefits of an MLP
regressor include its ability to solve non-linear problems and
perform well with large datasets. In our study, we used 100
nodes with 3 hidden layers to construct the MLP models.
However, we noticed that the MLP models exhibited lower
importance compared to the SVR and XGB models as
identified by the SHAP experiment (Figure 3). This might
be due to the nature of neural networks, which require model
optimization and an extensive dataset for efficient model
training.45

To summarize, the StackBRAF model was developed with
experiment pIC50 values against BRAF protein as the target
endpoint. The applicability domain of the model was well-
defined for the non-outlier training and test datasets. The
goodness of fit, the model’s robustness, and the model’s
predictability were evaluated with both CV and external
validation. The StackBRAF outperforms the established
acceptance criteria for a high-performance QSAR model,
which include R2 and Q2 > 0.6, R2 − Q2 ≤ 0.2, and MAE < 1.33

Additionally, the StackBRAF also exhibits superior validated
performance (Q2 values) higher than the previously reported
models as well as the baseline models.

5. CONCLUSIONS
This paper demonstrates the process of building, validating,
and utilizing a stacking ensemble ML model called StackBRAF
for predicting BRAF inhibitors. The first layer of the
StackBRAF model consists of outputs from 36 PFs,
constructed by combining 12 molecular fingerprints with
XGB, MLP, and SVR models. The final layer of StackBRAF
employed a RF regressor that takes the 36 PFs as input. The
StackBRAF model offers a fast-running time, high accuracy,
and low prediction error compared to both the baseline model
and other previously published. We also applied the Tanimoto
similarity score for screening the applicability domain of the
StackBRAF model to increase the confident prediction of the
model. Consequently, this model can be used in BRAF
inhibitors drug design or FDA-drug repurposing strategies
against BRAF protein. To expedite the usability of the
StackBRAF model, we have hosted our model at https://
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github.com/taraponglab/stackbraf for further use in research
and development.
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