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EDITORIAL COMMENT
Praise to Robust Prediction Modeling
in Large Datasets*

Ewout W. Steyerberg, PHD, Edouard F. Bonneville, MSC
I t is known that patients with cardiovascular dis-
ease have a higher risk of cancer compared to the
general population; this is likely attributable to

the presence of several common risk factors such as
smoking. Adequate estimation of absolute individual
cancer risk requires the combination of such risk fac-
tors in clinical prediction models. In this issue of
JACC: CardioOncology, a team of international re-
searchers should be applauded for presenting a prom-
ising risk calculator for cancer in individual patients
with cardiovascular disease (1).

As risk prediction is receiving increasing attention
in the current Big Data era, a fundamental question is:
Are the predictions valid? Validity of a prediction
model may be limited by poor reproducibility (inter-
nal validity) and poor transportability (external val-
idity) (2). Prediction models are often developed in
relatively small datasets with data hungry methods,
that is, methods that only work in very large datasets
(3). We see this unfortunate practice in the many
prediction models that appear for coronavirus disease
2019 diagnosis and prognosis (4). This current study
stands out positively with sensible modeling ap-
proaches in carefully collected datasets and large
sample sizes with complete follow-up. Impressive
numbers are noted in the development dataset
(UCC-SMART [Utrecht Cardiovascular Cohort Second
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Manifestation of Arterial Diseases]: 1,143 incident
cancers among 7,280 patients with median follow-up
of 8.1 years) and the validation dataset (CANTOS
[Canakinumab Anti-inflammatory Thrombosis Out-
comes Study]: 509 incident cancers among 9,322 pa-
tients with median follow-up of 3.8 years). For specific
cancers, numbers are smaller (CANTOS: 123 lung can-
cers, 72 colorectal cancers). As such, detailedmodeling
can be difficult, even in overall large datasets.
Indeed, some shrinkage of model coefficients was
needed, especially for the colorectal cancer prediction
model (1). Internal validity of the calculator may be
improvedwith larger numbers of patients, particularly
for the lung cancer and colorectal cancer prediction
models. Longer follow-up is also important to
corroborate the current 10-year and lifetime risk esti-
mates, which are to some extent extrapolations.

An additional threat to validity is the limited
transportability due to various sources of heteroge-
neity between populations. The current models were
developed within a broader range of clinically mani-
fest cardiovascular disease, as compared to the vali-
dation setting (UCC-SMART: coronary artery disease,
cerebrovascular disease, or peripheral artery disease;
CANTOS: myocardial infarction and elevated C-reac-
tive protein) (1). The geography also differed (the
Netherlands vs. the United States). Nevertheless,
adequate performance was found in this rather strong
test of validity. Given this, we might be tempted to
claim that the predictions from the calculator apply to
all patients in the Western world. However, such a
strong claim would require further validation. To
further support generalizability, additional clinical
settings need to be studied, as some form of local
updating is often required for prediction models (5).
Preferably, extensions are sought to non-Western
hospitals, with large numbers of patients, high-
quality data, and long-term follow-up. Such exten-
sions may reveal heterogeneity in performance,
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motivating locally adapted versions of the calculator,
that is, model updating (6).

Many methodological issues in the presented
study are dealt with in an exemplary way. The study
may serve well for teaching purposes to those
interested in predictive analytics. The high-quality
data are analyzed with regression techniques that
take into account competing risks. Absolute risks of
cancer are thus adequately estimated (with cumu-
lative incidence functions) in a context where many
die of cardiovascular disease and other causes.
Missing data are minimal and statistically imputed.
Predictors were pre-selected based on previous
literature with easy clinical applicability. Age was
used as the timescale, which is natural and allows
for 10-year and lifetime prediction horizons. A sim-
ple model only considered sex and smoking as
additional predictors, whereas a full model added
height and weight, C-reactive protein, diabetes
mellitus, alcohol use, and antiplatelet use. This
robust approach in selecting predictors is in contrast
to modern machine-learning approaches, which may
explore a wider range of potential predictors with
highly flexible functions. Interestingly, with external
validation, the more complex model (“full model”)
versus the simple model did not demonstrate
improved discrimination (1). Two lessons might be
drawn. First, the key set of predictors in prediction
of cancer may be age, sex, and smoking status. This
is in line with other prediction studies where a
simple model may generalize better than a more
complex model (7). Second, complex models based
on machine learning would not be expected to pro-
vide improved performance or better prognostica-
tion in the current study, consistent with other
large-scale external validation studies (8,9).

From a clinical perspective, a key concern should
be whether the predictions from the risk calculator
are well calibrated (5). For example, the 70-year-old
male in the example calculation sheet has a predicted
1.1% risk of lung cancer, while the risk may in fact be
0.5%, or 2%. This type of miscalibration has been
common in earlier evaluations of lung cancer pre-
diction models (10). Indeed, the investigators state
that “calibration is a more clinically relevant for risk
prediction accuracy than the C-statistic.” We should
be specific on what “clinically relevant” refers to in
this risk prediction context. Predictions may serve to
inform patients about their individual risk. The C-
statistic is a commonly used measure to indicate
discrimination, or how well we can separate low-risk
patients from high-risk patients. As the investigators
state, this may be less of a concern to individual pa-
tients. Beyond informing patients, clinical relevance
may refer to decision support, such as selecting pa-
tients for lung cancer screening. Prioritizing calibra-
tion over discrimination may be an oversimplification
because both calibration and discrimination proper-
ties of the calculator are relevant to quantify its
clinical usefulness. Better discrimination is needed
for better decision support than possible with the
current models, where the lung cancer prediction
model was best with a C-statistic of only 0.74 (1). An
increasingly popular summary measure for clinical
usefulness is “net benefit.” Net benefit is a classic
measure, proposed in 1884 to quantify the quality of
predictions (11). It was recently rediscovered and
presented through a “decision curve” (12,13), which is
unfortunately missing from the current report.
Future work should consider the clinical decision-
making perspective more fully, with net benefit in a
decision curve as a step towards a more comprehen-
sive cost-effectiveness analysis.

In sum, the presented risk calculator is very
promising given its high-quality data sources, large
numbers, and sensible methodology. Some caution is
needed with regard to clinical application, and we
await further model validation and the potential need
for local updating. Further research is also needed to
identify more robust predictors beyond age, sex, and
smoking status, which may provide a solid knowledge
base when counseling individual patients on their
cancer risks and emphasizing healthy lifestyle
changes.
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