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Abstract: People with severe disabilities may have difficulties when interacting with their home
devices due to the limitations inherent to their disability. Simple home activities may even be
impossible for this group of people. Although much work has been devoted to proposing new
assistive technologies to improve the lives of people with disabilities, some studies have found that the
abandonment of such technologies is quite high. This work presents a new assistive system based on
eye tracking for controlling and monitoring a smart home, based on the Internet of Things, which was
developed following concepts of user-centered design and usability. With this system, a person
with severe disabilities was able to control everyday equipment in her residence, such as lamps,
television, fan, and radio. In addition, her caregiver was able to monitor remotely, by Internet, her use
of the system in real time. Additionally, the user interface developed here has some functionalities
that allowed improving the usability of the system as a whole. The experiments were divided into
two steps. In the first step, the assistive system was assembled in an actual home where tests were
conducted with 29 participants without disabilities. In the second step, the system was tested with
online monitoring for seven days by a person with severe disability (end-user), in her own home,
not only to increase convenience and comfort, but also so that the system could be tested where it
would in fact be used. At the end of both steps, all the participants answered the System Usability
Scale (SUS) questionnaire, which showed that both the group of participants without disabilities
and the person with severe disabilities evaluated the assistive system with mean scores of 89.9 and
92.5, respectively.

Keywords: human–machine interface (HMI); human–computer interaction (HCI); smart home;
eye tracking; assistive technology; usability evaluation; user-centered design (UCD); home
automation; Internet of Things (IoT)

1. Introduction

People with severe disabilities may have difficulties interacting with their home devices due
to the limitations inherent to their disability. Simple activities such as turning on or off a lamp, fan,
television, or any other equipment independently may even be impossible for this group of people.
With technological advances in the field of sensors and actuators, in recent years some researchers
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have begun to transfer these technologies to improve the quality of life of people with disabilities,
increasing their autonomy regarding the control of existing equipment in the environment [1–4].

Technologies dedicated to improving the lives of people with disabilities are known as assistive
technologies. Assistive technology is an area of knowledge with an interdisciplinary characteristic
which encompasses products, resources, methodologies, strategies, practices, and services that aim to
promote the functionality related to the activity and participation of people with disabilities, inability,
or reduced mobility, aiming at their autonomy, independence, quality of life, and social inclusion [5].

Although many works have been devoted to proposing new assistive technologies to improve
the lives of people with disabilities [6–15], some studies have found that the abandonment of such
technologies is quite high, reaching a rate of up to 30% [16–19]. The reasons for abandoning assistive
technology are diverse, the most recurrent being that the user does not like the technology; the user is
afraid to use the equipment; the user does not believe in the benefit of the device; the technology is not
physically fit for the user; the price of the technology is very expensive; the user does not know how to
use the equipment correctly; or the user disapproves of the equipment aesthetic factors [16–19].

Based on these facts, to avoid or at least reduce the abandonment of new technologies,
in developing a new system, engineers should be concerned with developing a system that is useful
to the user, i.e., that brings benefits; developing a system to suit the needs of the user; designing
tests to validate the technology; evaluating the usability of the system; performing end-user testing;
and testing the system outside the laboratory, i.e., testing the system where it will be actually used.

In order to increase the usability of an assistive system, it is also critical to consider the role of
human–computer interaction (HCI). The concept of HCI refers to a discipline which studies information
exchange between people and computers by using software. HCI mainly focuses on designing,
assessing, and implementing interactive technological devices that cover the largest possible number
of uses [20].

The ultimate goal of HCI is to make this interaction as efficient as possible, looking to minimize
errors, increase satisfaction, lessen frustration, include users in development processes, work in
multidisciplinary teams, and perform usability tests. In short, the goal is to make interaction between
people and computers more productive [21].

New technologies have arisen with health-related developments which, by using HCI, meet the
needs of different groups such as people with disabilities, the elderly, etc. [22,23]. Although these
advances were unthinkable just a few years ago, they are gradually becoming a part of people’s
daily lives [24,25].

Human–computer interaction and the need for a suitable user interface has been an important
issue in modern life. Nowadays, products and technologies used by society have created concerns
about computer technology. For this reason, researchers and designers are interested in the assessment
of human and machine behavior, where the machines varying according to the system functionality
and the system or product requirements [26].

This work aims to assist people with physical disability to pursue daily living autonomously,
taking into account concepts of user-centered design and usability, in order to avoid the abandonment
of the proposed system. To this end, we present a new useful assistive system based on eye tracking
for controlling and monitoring a smart home, based on the Internet of Things. With this assistive
system, a person with severe disabilities was able to control everyday equipment in her residence,
such as lamps, television, fan, and radio, and the caregiver was able to remotely monitor the use of the
system by the user in real time. In addition, the user interface developed here has some functionalities
that allowed improving the usability of the system as a whole.

The subsequent sections of this work are organized as follows. We firstly review the related work
and cover some smart homes from around the world in Section 2. In Section 3, we introduce our
assistive system and its detailed design. Tests protocols, experimental results, and evaluations are
reported in Section 4. Finally, we draw conclusions from our work in Section 5.
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2. Related Work

In this section, we introduce the state-of-the-art related works by dividing the literature into three
parts: (i) user-centered design and usability; (ii) eye tracking; and (iii) smart homes.

2.1. User-Centered Design (UCD)

A User-Centered Design (UCD) approach can be used in any type of product from the perspective
of HCI design. UCD, also called Human-Centered Design (HCD), is a method that defines the needs,
desires, limitations, services, or processes that serve the end-user of a product/system at all stages
of a project. In other words, UCD is a multistage troubleshooting process that follows all product
development requirements. UCD tries to optimize how the user can use the product/system, what they
want or what they need, instead of changing the user’s behavior with the product/system [27].

The approach of UCD is to put human needs, resources, and behavior first, and then design
technology to accommodate those needs, resources, and behaviors. It is necessary to understand the
psychology and technology to start the design, which requires good communication, mainly between
human and machine, indicating available options, the actual status, and the next step [28].

The term “interaction” from human–computer interaction (HCI) is a basis for designing or
developing a user interface and an interaction between humans and machines. Preece et al. [29] define
four basic activities of an interaction design: (i) identify needs and establish requirements; (ii) develop
alternative projects; (iii) construct interactive versions of projects; and (iv) evaluate projects. They also
describe three characteristics for interaction design: (i) focus on users; (ii) specific usability criteria;
and (iii) iteration.

Regarding the user experience, Goodman et al. [30] claim that the process is not only to learn
about the user experience with the technology, but also for designers to experience interacting in their
own work. They report that user experience tests must be applied during the design, the approaches
of which could be (i) reported approaches; (ii) anecdotal descriptions; and (iii) first-person research.
In addition, Begum [31] presents the user interface (UI), proposing an extended UCD process that
adds the “Understand” phase to the methods. The conventional steps of a UCD approach are (i)
study, (ii) design, (iii) build, and (iv) evaluate; however, Begum [31] has extended it to (i) understand,
(ii) study, (iii) design, (iv) construct, and (v) evaluate.

2.1.1. Usability

The definition of usability is when a product is used by specific users to achieve specific goals with
effectiveness, efficiency, and satisfaction in a specific context of use [32]. Usability is more than just
about whether users can perform tasks easily; it is also concerned with user satisfaction, where users
will consider whether the product is engaging and aesthetically pleasing.

Usability testing is a technique in UCD which is used to evaluate a product by testing it with
actual users. It allows developers to obtain direct feedback on how users interact with a product. Thus,
through usability testing, it is possible to measure how well users perform against a reference and note
if they meet predefined goals, also taking into account that users can do unexpected things during a
test. Therefore, to create a design that works, it is helpful for developers to evaluate its Usability, i.e.,
to see what people do when they interact with a product [26,30].

Usability is then the outcome of a UCD process, which is a process that examines how and why a
user will adopt a product and seeks to evaluate that use. That process is an iterative one and seeks to
improve the design following each evaluation cycle continuously.

2.1.2. System Usability Scale (SUS)

The System Usability Scale (SUS) provides a reliable tool for measuring usability. It consists of a
10-item questionnaire with five response options which are scored by a 5-point Likert scale, ranging
from “1—strongly disagree” to “5—strongly agree”. Originally created by Brooke [33], it allows
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researchers, engineers, and designers to evaluate a wide variety of products and services, including
hardware, software, mobile devices, websites, and applications.

The 10 statements on the SUS are as follows:

(1) I think that I would like to use this system frequently.
(2) I found the system unnecessarily complex.
(3) I thought the system was easy to use.
(4) I think that I would need the support of a technical person to be able to use this system.
(5) I found the various functions in this system were well integrated.
(6) I thought there was too much inconsistency in this system.
(7) I would imagine that most people would learn to use this system very quickly.
(8) I found the system very cumbersome to use.
(9) I felt very confident using the system.
(10) I needed to learn a lot of things before I could get going with this system.

After completion of the questionnaires by the interviewees, the SUS score is calculated as follows:

• For odd-numbered items: subtract 1 from the user response;
• For even-numbered items: subtract the user responses from 5;
• This scales all values from 0 to 4 (with 4 being the most positive response).
• Add the converted responses for each user and multiply that total by 2.5. This converts the range

of possible values from 0 to 100 instead of from 0 to 40.

Although the scores are from 0 to 100, these are not percentages and should be considered only in
terms of their percentile ranking. Based on the research of Brooke [33], an SUS score above 68 would
be considered “above average”, and anything below 68 is “below average”. However, the best way
to interpret the results involves normalizing the scores to produce a percentile ranking. This process
is similar to grading on a curve based on the distribution of all scores. To get an A (the top 10% of
scores), a product needs to score above an 80.3. This is also the score in which users are more likely
to be recommending the product to a friend. Scoring at the mean score of 68 gives the product a C,
and anything below 51 is an F (putting the product in the bottom 15%).

2.2. Eye Tracking

Eye tracking is a technique to measure either the point of gaze (where someone is gazing) or
the motion of an eye relative to the head. Eye tracking technology has applications in industry and
research in visual systems [34–37], psychology [38,39], assistive technologies [40–42], marketing [43],
as an input device for human–computer interaction [44–47], and in product and website design [48].

Generally, eye tracking measures the eyeball position and determines the gaze direction of a
person. The eye movements can be tracked using different methods which can be categorized into
four categories: (i) infrared oculography (IROG); (ii) scleral search coil (SSC); (iii) electro-oculography
(EOG); and (iv) video-oculography (VOG). SSC measures the movement of a coil attached to the
eye [24,49]; VOG/IROG carries out optical tracking without direct contact to the eye [42,47]; and EOG
measures the electric potentials using electrodes placed around the eyes [50]. Currently, most of the
eye tracking research for HCI is based on VOG, as it has minimized the invasiveness to the user to
some degree [40].

The eye is one of main human input media, and about 80 to 90 percent of the outside world
information is obtained from the human eye [51]. For communication from user to computer,
the eye movements can be regarded as a pivotal real-time input medium, which is especially
important for people with severe motor disability, who have limited anatomical sites to use to control
input devices [52].

The research into eye tracking techniques in HCI is mainly focused on incorporating eye
movements into the communication with the computer in a convenient and natural way. The most
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intuitive solution for incorporating eye movements into HCI is the use of an eye tracker directly
connected to a manual input source, such as a mouse. By installing an eye tracker and using its
x, y coordinate output stream as a virtual mouse, the movement of the user’s gaze directly causes
the mouse cursor to move (eye mouse). In order to provide such appropriate interaction, several
eye-tracking-based control systems have been developed, detailed as follows.

Chin et al. [53] proposed a cursor control system for computer users which integrated
electromyogram signals from muscles on the face and point-of-gaze coordinates produced by an
eye-gaze tracking system as inputs. Although it enabled a reliable click operation, it was slower than
the control system that only used eye tracking, and its accuracy was low. Missimer and Betke [54]
constructed a system that used the head position to control a mouse cursor and simulate left-click and
right-click of the mouse by blinking the left or right eye. This system relied on the position of the user’s
head to control the mouse cursor position. However, irregular movement of the user’s head affected
the accuracy of the click function. Lupu et al. [41] proposed a communication system for people with
disabilities which was based on a special device composed of a webcam mounted on the frame of a
pair of glasses for image acquisition and processing. The device detected the eye movement, and the
voluntary eye blinking was correlated with a pictogram or keyword selection, reflecting the patient’s
needs. The drawback of this system was that the image processing algorithm could not accurately
detect the acquired image (low resolution) and was not robust to light intensity. Later, to improve the
reliability of the communication system, they proposed an eye tracking mouse system using video
glasses and a new robust eye tracking algorithm based on the adaptive binary segmentation threshold
of the acquired images [42].

Lately, several similar systems have also been developed [55,56], and the main concept of these
systems is to capture images from a camera, either mounted on headgear worn by the user or mounted
remotely, and extract the information from different eye features to determine the point of the gaze.
Since, at the time the research was performed, commercial eye trackers were prohibitively expensive
to use in HCI, all the aforementioned eye tracking control systems were proposed with self-designed
hardware and software. It was difficult for these systems to achieve widespread adoption, as the
software and hardware designs were closed source.

2.3. Smart Homes

There are many motivations to design and develop applications in smart homes, the main
ones being independent living [3,7,9–11,57]; wellbeing [4,6,8,12,58]; efficient use of electricity [59–72];
and safety and security [73–88].

The expression “smart home” is used for a home environment with advanced technology that
enables control and monitoring for its occupants and boosts independent living through sensors and
actuators to control the environment or through wellness forecasting based on behavioral pattern
generation and detection. A variety of smart home systems for assisted living environments have
been proposed and developed, but there are, in fact, few homes that apply smart technologies. One of
the main reasons for this is the complexity and varied design requirements associated with different
domains of the home, which are communication [89–95], control [96–110], monitoring [111–116],
entertainment [117–120], and residential and living spaces [121,122].

As an important component of the Internet of Things (IoT), smart homes serve users effectively by
connecting them with devices based on IoT. Smart home technology based on IoT has changed human
life by providing connectivity to everyone regardless of time and place [123,124]. Home automation
systems have become increasingly sophisticated in recent years, as these systems provide infrastructure
and methods to exchange all types of appliance information and services [125]. A smart home is a
domain of IoT, which is the network of physical devices that provides electronic, sensor, software,
and network connectivity inside a home.

There are many smart home systems across the world, most notably in Asia, Europe, and North
America. In Asia, it is important to highlight Welfare Techno Houses [126,127], Smart House



Sensors 2019, 19, 859 6 of 26

Ikeda [128], Robotics Room and Sensing Room [129], ActiveHome [130], ubiHome [131–134], Intelligent
Sweet Home [135], UKARI Project and Ubiquitous Home [136,137], and Toyota Dream Home
PAPI [138]. In Europe, there are comHOME [139], Gloucester Smart Home [140], CUSTODIAN
Project [141], Siemens [142], myGEKKO [143], and MATCH [144]. In North America, there are Adaptive
Smart House [145,146], Aware Home Research Initiative (AHRI) [147], MavHome Project [148,149],
House_n (MIT House) [150,151], EasyLiving Project [152], Gator Tech Smart House [153], DOMUS
Laboratory [154], Intelligent Home Project [155], CASAS [156,157], Smart Home Lab [158,159],
AgingMO [160], and Home Monitoring at Rochester University [161].

3. Proposed Assistive System

The assistive system proposed here empowers people with severe physical disability and mitigates
the limitations in everyday life with which they are confronted. The system aims at assisting people
with physical disability to pursue daily living autonomously. In Figure 1, the local user is the person
with disability who can control the equipment of his/her smart home through eye gaze using the
device controller (gBox). At the same time, the caregiver (external user) can monitor the use of
the system.
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Figure 1. System overview.

The proposed eye-gaze-tracking-based control system is a software application using a low-cost
eye tracker (e.g., The Eye Tribe 1.0 and Tobii Pro). The application detects the user’s gaze with the
“mouse cursor control” function provided by the eye tracker. The mouse cursor control allows users
to redirect the mouse cursor to the gaze position. Therefore, the system realizes where the user is
gazing according to the position of the mouse cursor. By gazing at the point for few seconds, the tool
generates the corresponding event. This way, users can select and “click” the corresponding action.
The eye tracker detects and tracks the coordinates of the user’s eye gaze on the screen; this made it
possible to create applications that can be controlled in this way.

The eye tracker software is based on an open Application Programming Interface (API) that
allows applications (clients) to communicate with the eye tracker server to obtain eye gaze coordinates.
The communication is based on messages sent asynchronously, via Socket, using the Transmission
Control Protocol (TCP).

It should be noted that to use this assistive system, it is not necessary to install any software in
addition to the Internet browser, as the web application was developed to run in Internet browsers.
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It is only recommended to use the most up-to-date versions of well-known browsers, such as Google
Chrome (preferable), Mozilla Firefox, or Internet Explorer.

3.1. System Architecture

Different systems for HCIs based on biological signals have been proposed with various
techniques and applications [162]. Despite each work presenting unique properties, most of them fit
into a common framework. Figure 2 shows the framework adopted in this system.Sensors 2018, 18, x FOR PEER REVIEW  7 of 26 
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Observing the model, a loop structure can be recognized; it starts from the User, whose biological
signals are the primary input, and ends with the environment that is affected by the actions of the
system. Along this path, three main modules can be identified: the Biological Signal Translator module,
the Server and Cloud module, and the Device Controller/Device module (gBox). Eventually, the loop
is closed through user feedback of different kinds. The communication between the modules is
bidirectional in order for a module to know the outcome of a command.

3.2. Connectivity

The web application was developed to work both online and offline. To open the online application
and work in “online mode”, the user must simply enter the Internet browser and the domain where
it is hosted (https://ntagbox.000webhostapp.com). The online application can be hosted on any
HTTP server; the domain used in this work is provided free of charge by “Hostinger”, with limited,
but sufficient, configurations. Because there is an external server, an Internet connection is necessary.
In this case, the connection is via WebSocket (WS), which is the best option, as the connection between
the application and the physical device is done over the Internet; in this way, the user commands are
stored on the server instantly.

On the other hand, to use the offline application and work in the “offline mode”, it is only
necessary to have the site files in a folder on the computer, run the “intex.html” file, and the browser
will run the application. In this case, the connection is via AJAX, which is used when there is no
Internet access in the user’s home (or if the Internet drops out temporarily); thus, the connection
between the application and the physical device is made by the Intranet, and in this way, the user
commands are stored temporarily on the computer until the connection via WS is established.

In order for the local and external connection to be implemented on the physical device, two ways
of WEB communication were created (Figure 3): HTTP and WS. Once a command is launched from the
application (APP), an internal mechanism identifies whether there is access to the external (Internet)

https://ntagbox.000webhostapp.com
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server or not (local connection), and also identifies whether the physical device is properly connected
to that server. The application has two communication clients related to the two communication
channels. If the device is connected on the Internet, WS is used as the communication channel both
in the application and in the device since it is capable of establishing an endless connection with the
server, allowing the data to be sent bidirectionally and asynchronously. When there is no Internet
connection and the application is in the same local network as the physical device, the communication
channel used is HTTP, with an HTTP server on the physical device so that it has an IP that identifies
it locally.Sensors 2018, 18, x FOR PEER REVIEW  8 of 26 
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In the physical device, the data packets can be received by the two communication channels.
However, they are directed to a single channel—the HANDLER—that handles the information
contained therein. The HANDLER has the function of authenticating the data received and identifying
the command contained therein so that the TRIGGER can be activated. The TRIGGER is the set of
triggers and sensors responsible for interacting with the user’s devices. Some commands simply
require changes in the internal variables of the system. For this purpose, it also has a small non-volatile
SPIFFS memory module responsible for storing such variables, such as SSID and Wi-Fi password;
user password; relay states; etc. It is also essential to keep the data stable if there is any power outage.
If everything succeeds, the RESPONSE block returns the confirmation message to the application,
returning to the input path of the packet.

If this input path is the WS client, the packet will be returned to the WS server in the cloud,
which will store the command so that it is accessible via Internet, and finally send the confirmation to
the WS client of the application. If this input path is the HTTP server, the device returns the response
directly to the application, which places it in a rank to be sent to the server as soon as an Internet
connection is established.
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3.3. GlobalBox (gBox)

The GlobalBox (gBox) is the device controller module of the smart home. Figure 4 shows, in a
simplified form, the main components of the gBox.Sensors 2018, 18, x FOR PEER REVIEW  9 of 26 
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Figure 4. GlobalBox (gBox) of the assistive system.

Before starting the application, the switch button must be turned on. With the box powered up,
it is possible to receive information through the Wi-Fi module. This information is the command sent
by the user through the user interface running on the computer. The information received by the
Wi-Fi module is processed in the microcontroller, and then the actions corresponding to the received
commands are performed, being able to turn the relays of the equipment on or off or send specific
commands by the infrared (IR) emitter to control the functions of the TV or radio.

3.4. Wireless Infrared Communication

Infrared (IR) signals are essential to control some residential devices, such as TVs and radios.
The gBox has an internal library with a set of IR protocols (the most used) already implemented, which
assists in the task of modulation and demodulation of IR signals. The hardware consists of an IR
detector that receives signals at 38 kHz, an IR emitter, and the microcontroller, which is responsible for
treating and storing the signal in memory for later use.

To store the code of any remote control, it is necessary to send the read command from the
application so the demodulator will be activated; then, the caregiver can press the button (towards the
IR detector) that he/she wants to record, which transforms the received IR signals into codes that can
be stored in memory (Figure 5).
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To emit an IR signal, it is necessary to start the application whose command activates the signal
modulator, which takes the codes stored in the memory of the microcontroller and transforms them into
the original IR signal, sending it to the IR emitter module (Figure 6). The emitter module, when pointed
towards the target device, acts in the same way as the remote control in its respective function.
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3.5. User Interface

The most well-known strategy of eye tracking applications is using the gaze to perform tasks of
pointing and selecting. However, the direct mapping of the gaze (more specifically, of fixations) to a
command of system selection creates a problem, called the “Midas Touch”, in which a selection can be
activated in any screen position observed by the user, whether they intended to do it or not.

Thus, after filtering the eye tracker data, the Midas Touch problem must be avoided by
implementing mechanisms for the user to indicate when he/she really desires to perform a selected
command. The first approach to this problem is to implement a dwell time, in which the selection of
one option is done only after a time interval.

Figure 7a shows the initial screen when the system is off. When the user turns the system on by
selecting the “Start” icon, the main menu shown in Figure 7b appears. In Figure 7b, the user has three
options: (i) “Close”, to close the user interface of the system; (ii) “Start”, to open the home devices
control menu; and (iii) “Config”, to open the configuration menu.

It is important for users to be able to turn the system on and off. That is why the interface
presented in Figure 7b was included. If the user chooses “Close”, the system is closed and returns to
the initial interface.

When the user selects the “Config” option in Figure 7b, the configuration menu shown in Figure 7c
appears. In the configuration menu, the user can choose the icon size and the dwell time. There are
three options for the icon size: (i) “Small”; (ii) “Medium”; and (iii) “Large”. There are four options for
dwell time: (i) 0.5 s; (ii) 1.0 s; (iii) 2.0 s; and (iv) 3.0 s. After choosing any of the options, the interface
automatically returns to the main menu with the new configuration saved.

When the user selects the “Start” option in Figure 7b, the control menu of the home devices shown
in Figure 7d appears. In this menu, the user is presented with four options of devices to be turned
on/off: a fan, TV, lamp, and radio. In addition, there is an option to close that menu to return to the
main menu (Figure 7b) by selecting the center icon. The icon size on the interface and dwell time used
are the ones that the user selected in the configuration menu.

When the device is turned on, the background of the icon becomes yellow, like “Lamp” and
“Radio” are in Figure 7e. Fan and TV are turned off; thus, the background of the icons is white.
After turning the desired device on or off, the user can give the command “Close” and turn the system
off. This command closes the interface, but the system keeps the selected devices in their current state
(on or off).
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After selecting the TV icon, the interface displays the TV submenu shown in Figure 7f. In the TV
submenu, the user can turn the TV on or off, change the channel “up” or “down”, increase or decrease
the volume, and close the TV submenu. Is this last option, the TV submenu is closed and the interface
returns to the home devices control menu, but the system keeps the TV in its current state (on or off).
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3.6. Caregiver Interface

The gBox Central Management is accessible from the website (https://ntagbox.000webhostapp.
com/). In the header of the caregiver interface are the top bar and titles. Before giving any command
in the application, it is required to enter the password in the password field of the bar. After that, it is
recommended to click “Update Status” so that the application synchronizes with the current states
of the equipment. The “Start Application” button opens the user interface so the user can control
the smart home with the eye tracker. On the right side of the bar, the connection status between the
application and the physical devices is reported. The connection flag is independent of the access
password to be updated. There are three possible connection status:

• Connected via WS. This is the best connection. It occurs when the connection between the
application and the physical device is done by Internet; that way, user commands are stored on
the server instantly.

https://ntagbox.000webhostapp.com/
https://ntagbox.000webhostapp.com/
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• Connected via AJAX. This occurs when the connection between the application and the physical
device is made by the Intranet, so the commands are stored temporarily on the user’s computer
until a connection via WS is established.

• Not Connected. This occurs when there is no connection between the application and the
physical device. In this case, it is suggested to refresh the site and check the connections with the
physical device.

The body of the application is composed of seven sections: (i) Last Commands; (ii) General
Notifications; (iii) Infrared Remote Control Settings; (iv) Remote Actuation; (v) Data Acquisition;
(vi) Change Password; and (vii) Change Wi-Fi Password, the details of which are as follows.

(i) “Last Commands”: In this section, the commands successfully performed are presented, as well
as the date and time they occurred. To appear in this list, it is necessary to update the states after
establishing a WS connection.

(ii) “General Notifications”: In this section, all the notifications from the application features are
presented; for example, “updating status” or “the status are updated”.

(iii) “Infrared Remote Control Settings”: In this section, it is possible to update the IR commands
by pressing the “READ” button and follow the instructions displayed in the general notifications
section. In addition, hexadecimal codes and protocols of the buttons/commands of the IR control
are presented.

(iv) “Remote Actuation”: Remote actuation can be used to control the smart home application by
using the caregiver application.

(v) “Data Acquisition”: This section allows the download of the list of commands based on a
specified time interval. The downloaded text file can be accessed in any text editor or spreadsheet
analysis program.

(vi) “Change Password”: This section allows the change of the user password. It is necessary that
the password field of the upper bar be correctly filled with the old password.

(vii) “Change Wi-Fi Password”: This functionality allows the change of the passwords of the SSID
and of the Wi-Fi. It is necessary that the password field of the upper bar be correctly filled with the
user password.

4. Tests, Results, and Discussion

In this section, we report the experiments, which were divided into two steps, and analyze and
discuss the results. In the first step, the proposed assistive system was assembled in an actual home
where tests were conducted with 29 participants (group of able-bodied participants). In the second
step, the system was tested for seven days, with online monitoring, by a person with severe disability
(end-user) in her own home, not only to increase her convenience and comfort, but also so that the
system would be tested where it would in fact be used. The objective of this test was to explore the
effectiveness of the assistive system, the ability of the participant to learn how to use the system,
and the efficiency and the usability of the proposed user interface.

According to Resolution No. 466/12 of the National Health Council of Brazil, the research was
approved by the Committee of Ethics in Human Beings Research of the Federal University of Espirito
Santo (CEP/UFES) through opinion nº 2.020.868, of April 18, 2017.

4.1. Tests with a Group of Able-Bodied Participants

4.1.1. Pre-Test Preparation

Initially, we fully installed the system and tested all possible commands to verify that the system
was working properly. Some errors were found and quickly corrected so that the system was considered
to work perfectly before we started the tests with the participants.

Afterwards, a pilot test was conducted with one of the involved researchers to rehearse the
procedure before conducting the study with the participants. The researcher completed all the data
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collection instruments. The problems encountered during the pilot test helped to identify changes
before conducting the experiment with the participants.

4.1.2. Participants

To test the system, 29 healthy subjects (group of able-bodied participants) participated in the
research with the assistive system in the smart home. The participants were 18 men and 11 women,
all aged from 17 to 40 (average: 28) and height from 1.50 to 1.94 (average: 1.71). Some of the participants
had had at least one experience with HCI through biological signals, but almost none of them had
used eye tracking.

Of the total, 12 participants (#2, #8, #9, #11, #12, #14, #15, #16, #17, #22, #25, and #26) wear glasses;
however, all of them performed the test without their glasses. In some cases, it was by preference of
the participant himself/herself, but in most of the cases, their glasses had anti-reflective film which
prevented, or at least disturbed, the infrared eye tracker passing through the lens of the glasses to
obtain the correct position of the eyes of the participant. This is an important limitation of this study.

4.1.3. Experimental Sessions

The tests started by welcoming the participants and making them feel at ease. The participants
were given an overview of the system and the test and were told that all their information will be
kept private.

Each participant was seated on a couch in front of the laptop that contained the user interface,
and the eye tracker was positioned properly pointing to his/her eyes (Figure 8).
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After that, the participant performed the calibration stage of the eye tracker, following the
manufacturer’s guidelines. Each participant performed the test over about five to ten minutes. It was
required of the participants to use the system long enough so they could test all the functionality
options available.
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It is important to mention that the user was positioned facing a glass door that provided access
to a balcony, with high incidence of sunlight. Despite this, the sunlight did not cause a problem in
performing the experiments, showing the robustness of the eye tracker.

It can be seen in Figure 8 that the eye tracker was positioned towards the user’s eyes. In the
course of the experiments, it is normal for a person to move his/her head a little, moving away from
the location where the eye tracker was calibrated. We note that small vertical and horizontal position
variations (around 5 to 10 cm) did not significantly interfere with the system performance. However,
if the user’s eyes are completely out of range of the eye tracker, then he/she will not be able to send
commands to the system. In this case, it may be necessary to reposition the eye tracker and calibrate it
again. Considering that this system was designed to be used by people with severe disabilities, it is
not expected that they will have wide head movements.

After the end of the session, the participant answered the SUS questionnaire and was encouraged
to make suggestions.

4.1.4. Results and Discussion

Of the able-bodied participants, 3 opted for the small interface icon size option, 22 opted for
medium, and 4 opted for large. As predicted in our previous work [163], most users opted for the
medium size option. However, it is important to note that seven participants (24% of the total) preferred
another size, thus showing the advantage of having options available.

For dwell time, 6 participants opted for 0.5 s, 18 opted for 1.0 s, 5 opted for 2.0 s, and no one chose
the option of 3.0 s. Again, as predicted in our previous work [163], most users opted for the option of
1.0 s. However, it is important to note that 11 participants (38% of the total) preferred another time
interval, thus showing the advantage of having this functionality available.

In fact, only 14 participants opted for the combination of medium icon size and 1.0 s dwell time.
In other words, 15 participants (52% of the total) preferred another size or other time interval, and this
shows the importance of having options to choose from in order to increase the usability of the system.

Regarding the usability, three participants gave a maximum SUS score, and the lowest result was
75. Thus, the overall mean was 89.9, with a standard deviation of 7.1. It is worth mentioning that
products evaluated above 80.3 are in the top 10% of the scores. In fact, according to Brooke [33] and
Bangor [164], products evaluated in the 90 point range are considered exceptional, products evaluated
in the range of 80 points are considered good, and products evaluated in the range of 70 points are
acceptable. Figure 9 presents the SUS score of each item evaluated by the participants regarding the
assistive system.
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Figure 9. System Usability Scale (SUS) score of each of the ten items of the SUS.

The items regarding the available functionality, the complexity in using, and the confidence in
functioning all received scores above 80. The lowest score obtained (79.3) was related to the sentence
S1, which is about interest in using the system frequently. Many participants said that they would not
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have much interest in using this system, as the system was designed for a person with severe disability,
which is not the case for the participant (able-bodied). This reinforced the need to test the system with
people with severe disabilities.

4.2. Tests with a Person with Disabilities

4.2.1. Pre-Test Preparation

Initially, an interview was conducted by the occupational therapist of our research group to better
understand the potential participant. At this point, relevant information was gathered about her
disability and daily life, whether there was interest in participating in the study, in what activities
she was most involved, and what tasks she would like to be able to do or have the assistance of the
technology to execute.

After this first contact, the information was brought to the research group and the candidate
was selected to participate in the experiments. A telephone appointment was made between the
occupational therapist and the participant’s husband at their home, where the system would be used.

4.2.2. Participant Background

The participant is female and 38 years old. She was diagnosed in June 2012 with Wernicke’s
Encephalopathy. Thus, the participant presents a lack of coordination of movements (ataxia) and
extreme difficulty in balancing and walking. Her most difficult activities are those that require manual
dexterity, such as typing on the computer, writing, using a mobile device, and handling the TV remote
control. In addition, the participant has difficulty walking, considered practically impossible by her,
or when necessary, causing enormous discomfort.

4.2.3. Experimental Sessions

To test the assistive system, it was firstly fully assembled and configured in the home of the
end-user, who agreed to participate in the experiments (Figure 10). The participant was given an
overview of the system and test. Before proceeding to the test, one of the researchers performed all
possible commands to verify that the system was working properly.
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overview of the system and test. Before proceeding to the test, one of the researchers performed all 
possible commands to verify that the system was working properly. 

The participant was seated on a couch in front of the laptop that contained the user interface, 
and the eye tracker was positioned properly, pointing towards her eyes (Figure 10). After that, the 
participant performed the calibration stage of the eye tracker, following the manufacturer's 
guidelines. The participant performed the test over seven days. It was required of the participant to 
use the system long enough so she could test all the functionality options available. 

After the end of the session, the participant answered the SUS questionnaire and was also 
encouraged to make suggestions. 

 
Figure 10. Participant with disabilities testing the system at her home.
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The participant was seated on a couch in front of the laptop that contained the user interface,
and the eye tracker was positioned properly, pointing towards her eyes (Figure 10). After that,
the participant performed the calibration stage of the eye tracker, following the manufacturer’s
guidelines. The participant performed the test over seven days. It was required of the participant to
use the system long enough so she could test all the functionality options available.

After the end of the session, the participant answered the SUS questionnaire and was also
encouraged to make suggestions.

4.2.4. Results and Discussion

According to information obtained in the interview with the participant, Friday and Saturday
were the best days of the week for her to receive the researchers in her home, so she opted to install the
system on a Friday (09/14/2018) and uninstall it on a Saturday (10/06/2018). Before the experiments,
the participant informed us that she was not able to use the equipment on Sundays and Mondays,
as on Sunday she usually receives many relatives in her house, and on Monday she spends the whole
day away from home. In addition, the participant informed that she would need to make a trip for
personal reasons during the experiment (from 09/23/2018 until 10/01/2018). All these situations
put forward by the participant were considered pertinent, as they actually depict the daily life of a
person with disability, revealing how technology needs to adapt to the person’s life. In addition, it was
considered interesting to evaluate if the participant would use the system after she was away from
home for a few days without using it. In many cases, assistive technology is abandoned, which did not
happen with our system.

Table 1 shows the use of the assistive system by the participant, which shows the number of hours
the system was used during the seven days of use.

Table 1. Summary of system usage information.

Date Start End Duration Commands

09/14/2018 14:20 18:10 03:50:00 163
09/28/2018 12:51 19:49 06:58:00 131
09/20/2018 13:58 15:55 01:57:00 36
09/22/2018 15:52 17:36 01:44:00 18
10/02/2018 17:38 18:01 00:23:00 31
10/04/2018 14:15 18:04 03:49:00 88
10/05/2018 14:35 15:56 01:21:00 75

Total 20:02:00 542

It is important to note that the system was not only used, but used for several hours over several
days, which was considered better than expected. The tests previously performed with the group of
able-bodied participants of only 5 to 10 minutes—although important for evaluating the system with
several users—were much less representative than the present test with the person with disabilities,
which had a total duration of more than 20 hours. Another fact that corroborates this is the number of
commands performed by the system over the days, shown in Table 1. Note that the system received a
total of 542 commands and, as reported by the user, worked perfectly.

To better understand how the system was used by the participant, Table 2 summarizes the
complete information about the commands received by the system throughout the complete test.
The system was always used between 2:00 p.m. and 10:00 p.m., and more than 80% of the commands
were sent between 1:00 p.m. and 4:00 p.m., indicating a user routine.
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Table 2. Hourly distribution of the commands throughout the days of use of the assistive system.

From To Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 Percentage

00 12 0 1 0 0 0 0 0 0%
12 13 0 1 0 0 0 0 0 0%
13 14 0 62 7 0 0 0 0 13%
14 15 94 7 22 0 0 75 31 42%
15 16 57 21 7 13 0 3 44 27%
16 17 0 6 0 1 0 0 0 1%
17 18 0 0 0 4 22 8 0 6%
18 19 12 3 0 0 5 0 0 4%
19 20 0 31 0 0 0 0 0 6%
20 21 0 0 0 0 0 0 0 0%
21 22 0 0 0 0 4 2 0 1%
22 00 0 0 0 0 0 0 0 0%

Total 163 131 36 18 31 88 75 542

Regarding the usability (SUS), the user gave the maximum score for all the questions regarding
the willingness to use the system, available functions, ease and confidence in using it, etc. So, focusing
on the only feature that the user rated low, according to her, she needed to learn many new things to
be able to use the system and so she gave a low score on that item. She believes that after using the
system more, she will not need to learn so much more additional information.

Despite this, the user evaluated the system with an average of 92.5, which is quite high, even higher
than the previous tests with the group of able-bodied participants, in which the overall mean was
89.9. In fact, according to Brooke [33] and Bangor [164], products evaluated in the 90 point range are
considered exceptional.

As recommended by Begum [31], in this work the methodology of UCD for the design of new
products was used in order to put the needs and desires of the user first. This way, it was possible to
understand, study, design, build, and evaluate the system from the user’s point of view.

5. Conclusions

This work presented an assistive system, based on eye gaze tracking for controlling and
monitoring a smart home using the Internet of Things, which was developed following concepts
of user-centered design and usability. The proposed system allowed a user with disabilities to control
everyday equipment in her residence (lamps, television, fan, and radio). In addition, the system
could allow the caregiver to remotely monitor the use of the system by the user in real time. The user
interface developed included some functionality to improve the usability of the system as a whole.
The experiments were divided into two steps. In the first step, the assistive system was assembled in
an actual home where tests were conducted with 29 participants (group of able-bodied participants).
In the second step, the system was tested for seven days, with online monitoring, by a person with
disability (end-user). The results of the SUS showed that the group of able-bodied participants and the
end-user evaluated the assistive system with mean scores of 89.9 and 92.5, respectively, positioning the
tool as exceptional.
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Abbreviations

The following abbreviations are used in this manuscript:

AJAX Asynchronous JavaScript and XML
API Application Programming Interface
CEP/UFES Committee of Ethics in Human Beings Research of the Federal University of Espirito Santo
EEPROM Electrically-Erasable Programmable Read-Only Memory
EOG Electrooculography
HCI Human-Computer Interaction
HMI Human-Computer Interface
HTTP Hypertext Transfer Protocol
IoT Internet of Things
IP Internet Protocol
IR Infrared
IROG Infrared Oculography
JSON JavaScript Object Notation
SPIFFS Serial Peripheral Interface Flash File System
SSC Scleral Search Coil
SSID Service Set IDentifier
SUS System Usability Scale
TCP Transmission Control Protocol
UCD User-Centered Design
UI User Interface
VOG Video-Oculography
WS WebSocket

References

1. Tang, L.Z.W.; Ang, K.S.; Amirul, M.; Yusoff, M.B.M.; Tng, C.K.; Alyas, M.D.B.M.; Lim, J.G.; Kyaw, P.K.;
Folianto, F. Augmented reality control home (ARCH) for disabled and elderlies. In Proceedings of the 2015
IEEE Tenth International Conference on Intelligent Sensors, Sensor Networks and Information Processing
(ISSNIP), Singapore, 7–9 April 2015; pp. 1–2.

2. Schwiegelshohn, F.; Wehner, P.; Rettkowski, J.; Gohringer, D.; Hubner, M.; Keramidas, G.; Antonopoulos, C.;
Voros, N.S. A holistic approach for advancing robots in ambient assisted living environments. In Proceedings
of the 2015 IEEE 13th International Conference on Embedded and Ubiquitous Computing, Porto, Portugal,
21–23 October 2015; pp. 140–147.

3. Konstantinidis, E.I.; Antoniou, P.E.; Bamparopoulos, G.; Bamidis, P.D. A lightweight framework for
transparent cross platform communication of controller data in ambient assisted living environments.
Inf. Sci. (NY) 2015, 300, 124–139. [CrossRef]

4. Boumpa, E.; Charalampou, I.; Gkogkidis, A.; Ntaliani, A.; Kokkinou, E.; Kakarountas, A. Assistive System
for Elders Suffering of Dementia. In Proceedings of the 2018 IEEE 8th International Conference on Consumer
Electronics, Berlin, Germany, 2–5 September 2018; pp. 1–4.

5. Brazil Assistive Technology. In Proceedings of the National Undersecretary for the Promotion of the Rights of People
with Disabilities; Technical Assistance Committee: Geneva, Switzerland, 2009.

6. Elakkiya, J.; Gayathri, K.S. Progressive Assessment System for Dementia Care Through Smart Home.
In Proceedings of the 2017 International Conference on Algorithms, Methodology, Models and Applications
in Emerging Technologies (ICAMMAET), Chennai, India, 16–18 Febuary 2017; pp. 1–5.

7. Rafferty, J.; Nugent, C.D.; Liu, J.; Chen, L. From Activity Recognition to Intention Recognition for Assisted
Living within Smart Homes. IEEE Trans. Hum. -Mach. Syst. 2017, 47, 368–379. [CrossRef]

8. Mizumoto, T.; Fornaser, A.; Suwa, H.; Yasumoto, K.; Cecco, M. De Kinect-based micro-behavior sensing
system for learning the smart assistance with human subjects inside their homes. In Proceedings of the 2018
Workshop on Metrology for Industry 4.0 and IoT, Brescia, Italy, 16–18 April 2018; pp. 1–6.

http://dx.doi.org/10.1016/j.ins.2014.10.070
http://dx.doi.org/10.1109/THMS.2016.2641388


Sensors 2019, 19, 859 19 of 26

9. Daher, M.; El Najjar, M.E.; Diab, A.; Khalil, M.; Charpillet, F. Multi-sensory Assistive Living System for
Elderly In-home Staying. In Proceedings of the 2018 International Conference on Computer and Applications
(ICCA), Beirut, Lebanon, 25–26 August 2012; pp. 168–171.

10. Ghayvat, H.; Mukhopadhyay, S.; Shenjie, B.; Chouhan, A.; Chen, W. Smart Home Based Ambient Assisted
Living Recognition of Anomaly in the Activity of Daily Living for an Elderly Living Alone. In Proceedings
of the 2018 IEEE International Instrumentation and Measurement Technology Conference (I2MTC), Houston,
TX, USA, 14–17 May 2018; pp. 1–5.

11. Wan, J.; Li, M.; Grady, M.J.O.; Hare, G.M.P.O.; Gu, X.; Alawlaqi, M.A.A.H. Time-bounded Activity
Recognition for Ambient Assisted Living. IEEE Trans. Emerg. Top. Comput. 2018, 1–13. [CrossRef]

12. Kristály, D.M.; Moraru, S.-A.; Neamtiu, F.O.; Ungureanu, D.E. Assistive Monitoring System Inside a Smart
House. In Proceedings of the 2018 International Symposium in Sensing and Instrumentation in IoT Era
(ISSI), Shanghai, China, 6–7 September 2018; pp. 1–7.

13. Falcó, J.L.; Vaquerizo, E.; Artigas, J.I. A Multi-Collaborative Ambient Assisted Living Service Description
Tool. Sensors 2014, 14, 9776–9812. [CrossRef]

14. Valadão, C.; Caldeira, E.; Bastos-filho, T.; Frizera-neto, A.; Carelli, R. A New Controller for a Smart Walker
Based on Human-Robot Formation. Sensors 2016, 16, 1116. [CrossRef]

15. Kim, E.Y. Wheelchair Navigation System for Disabled and Elderly People. Sensors 2016, 16, 1806. [CrossRef]
16. Holloway, C.; Dawes, H. Disrupting the world of Disability: The Next Generation of Assistive Technologies

and Rehabilitation Practices. Healthc. Technol. Lett. 2016, 3, 254–256. [CrossRef] [PubMed]
17. Cruz, D.M.C.D.; Emmel, M.L.G. Assistive Technology Public Policies in Brazil: A Study about Usability and

Abandonment by People with Physical Disabilities. Rev. Fac. St. Agostinho 2015, 12, 79–106.
18. Da Costa, C.R.; Ferreira, F.M.R.M.; Bortolus, M.V.; Carvalho, M.G.R. Assistive technology devices: Factors

related to abandonment. Cad. Ter. Ocup. UFSCar 2015, 23, 611–624.
19. Cruz, D.M.C.D.; Emmel, M.L.G. Use and abandonment of assistive technology for people with physical

disabilities in Brazil. Available online: https://www.efdeportes.com/efd173/tecnologia-assistiva-com-
deficiencia-fisica.htm (accessed on 19 February 2019).

20. Marcos, P.M.; Foley, J. HCI (human computer interaction): Concepto y desarrollo. El Prof. La Inf. 2001,
10, 4–16. [CrossRef]

21. Lamberti, F.; Sanna, A.; Carlevaris, G.; Demartini, C. Adding pluggable and personalized natural control
capabilities to existing applications. Sensors 2015, 15, 2832–2859. [CrossRef] [PubMed]

22. Bisio, I.; Lavagetto, F.; Marchese, M.; Sciarrone, A. Smartphone-Centric Ambient Assisted Living Platform
for Patients Suffering from Co-Morbidities Monitoring. IEEE Commun. Mag. 2015, 53, 34–41. [CrossRef]

23. Wang, K.; Shao, Y.; Shu, L.; Han, G.; Zhu, C. LDPA: A Local Data Processing Architecture in Ambient
Assisted Living Communications. IEEE Commun. Mag. 2015, 53, 56–63. [CrossRef]

24. Lopez-Basterretxea, A.; Mendez-Zorrilla, A.; Garcia-Zapirain, B. Eye/head tracking technology to improve
HCI with iPad applications. Sensors 2015, 15, 2244–2264. [CrossRef]

25. Butala, P.M.; Zhang, Y.; Thomas, D.C.; Wagenaar, R.C. Wireless System for Monitoring and Real-Time
Classification of Functional Activity. In Proceedings of the 2012 Fourth International Conference
Communication Systems Networks (COMSNETS 2012), Bangalore, India, 3–7 January 2012; pp. 1–5.

26. Ahamed, M.M.; Bakar, Z.B.A. Triangle Model Theory for Enhance the Usability by User Centered Design
Process in Human Computer Interaction. Int. J. Contemp. Comput. Res. 2017, 1, 1–7.

27. Iivari, J.; Iivari, N. Varieties of user-centredness: An analysis of four systems development methods.
J. Inf. Syst. 2011, 21, 125–153. [CrossRef]

28. Norman, D.A. The Design of Everyday Things; Basic Books: New York, NY, USA, 2002.
29. Preece, J.; Rogers, Y.; Sharp, H. Interaction Design-Beyond Human-Computer Interaction; John Wiley Sons:

Hoboken, NJ, USA, 2002; pp. 168–186.
30. Goodman, E.; Stolterman, E.; Wakkary, R. Understanding Interaction Design Practices. In Proceedings of the

SIGCHI Conference on Human Factors in Computing Systems, Vancouver, BC, Canada, 7–11 May 2011.
31. Begum, I. HCI and its Effective Use in Design and Development of Good User Interface. Int. J. Res.

Eng. Technol. 2014, 3, 176–179.
32. ISO 9241-210–Ergonomics of Human-System Interaction—Part 210: Human-Centred Design for Interactive Systems;

ISO: Geneva, Switzerland, 2010.

http://dx.doi.org/10.1109/TETC.2018.2870047
http://dx.doi.org/10.3390/s140609776
http://dx.doi.org/10.3390/s16071116
http://dx.doi.org/10.3390/s16111806
http://dx.doi.org/10.1049/htl.2016.0087
http://www.ncbi.nlm.nih.gov/pubmed/28008360
https://www.efdeportes.com/efd173/tecnologia-assistiva-com-deficiencia-fisica.htm
https://www.efdeportes.com/efd173/tecnologia-assistiva-com-deficiencia-fisica.htm
http://dx.doi.org/10.1076/epri.10.6.4.8200
http://dx.doi.org/10.3390/s150202832
http://www.ncbi.nlm.nih.gov/pubmed/25635410
http://dx.doi.org/10.1109/MCOM.2015.7010513
http://dx.doi.org/10.1109/MCOM.2015.7010516
http://dx.doi.org/10.3390/s150202244
http://dx.doi.org/10.1111/j.1365-2575.2010.00351.x


Sensors 2019, 19, 859 20 of 26

33. Brooke, J. System Usability Scale (SUS): A Quick-and-Dirty Method of System Evaluation User Information; Digital
Equipment Co Ltd.: Reading, UK, 1986; pp. 1–7.

34. Khan, R.S.A.; Tien, G.; Atkins, M.S.; Zheng, B.; Panton, O.N.M.; Meneghetti, A.T. Analysis of eye
gaze: Do novice surgeons look at the same location as expert surgeons during a laparoscopic operation.
Surg. Endosc. 2012, 26, 3536–3540. [CrossRef]

35. Richstone, L.; Schwartz, M.J.; Seideman, C.; Cadeddu, J.; Marshall, S.; Kavoussi, L.R. Eye metrics as an
objective assessment of surgical skill. Ann. Surg. 2010, 252, 177–182. [CrossRef]

36. Wilson, M.; McGrath, J.; Vine, S.; Brewer, J.; Defriend, D.; Masters, R. Psychomotor control in a virtual
laparoscopic surgery training environment: Gaze control parameters differentiate novices from experts.
Surg. Endosc. 2010, 24, 2458–2464. [CrossRef]

37. Wilson, M.R.; McGrath, J.S.; Vine, S.J.; Brewer, J.; Defriend, D.; Masters, R.S.W. Perceptual impairment and
psychomotor control in virtual laparoscopic surgery. Surg. Endosc. 2011, 27, 2268–2274. [CrossRef] [PubMed]

38. Sun, Q.; Xia, J.; Nadarajah, N.; Falkmer, T.; Foster, J.; Lee, H. Assessing drivers’ visual-motor coordination
using eye tracking, GNSS and GIS: A spatial turn in driving psychology. J. Spat. Sci. 2016. [CrossRef]

39. Moore, L.; Vine, S.J.; Cooke, A.M.; Ring, C. Quiet eye training expedites motor learning and aids performance
under heightened anxiety: The roles of response programming and external attention. Psychophysiology 2012.
[CrossRef] [PubMed]

40. Eid, M.A.; Giakoumidis, N.; El-Saddik, A. A Novel Eye-Gaze-Controlled Wheelchair System for Navigating
Unknown Environments: Case Study with a Person with ALS. IEEE Access 2016, 4, 558–573. [CrossRef]

41. Lupu, R.G.; Ungureanu, F. Mobile Embedded System for Human Computer Communication in Assistive
Technology. In Proceedings of the 2012 IEEE 8th International Conference on Intelligent Computer
Communication and Processing, Cluj-Napoca, Romania, 30 August–1 September 2012; pp. 209–212.

42. Lupu, R.G.; Ungureanu, F.; Siriteanu, V. Eye tracking mouse for human computer interaction. In Proceedings
of the 2013 E-Health and Bioengineering Conference (EHB), Iasi, Romania, 21–23 November 2013; pp. 1–4.

43. Scott, N.; Green, C.; Fairley, S. Investigation of the use of eye tracking to examine tourism advertising
effectiveness. Curr. Issues Tour. 2015, 19, 634–642. [CrossRef]

44. Cecotti, H. A Multimodal Gaze-Controlled Virtual Keyboard. IEEE Trans. Hum.-Mach. Syst. 2016, 46, 601–606.
[CrossRef]

45. Lewis, T.; Pereira, T.; Almeida, D. Smart scrolling based on eye tracking. Design an eye tracking mouse.
Int. J. Comput. Appl. 2013, 80, 34–37.

46. Nehete, M.; Lokhande, M.; Ahire, K. Design an Eye Tracking Mouse. Int. J. Adv. Res. Comput. Commun. Eng.
2013, 2, 1118–1121.

47. Frutos-Pascual, M.; Garcia-Zapirain, B. Assessing visual attention using eye tracking sensors in intelligent
cognitive therapies based on serious games. Sensors 2015, 15, 11092–11117. [CrossRef]

48. Lee, S.; Yoo, J.; Han, G. Gaze-assisted user intention prediction for initial delay reduction in web video access.
Sensors 2015, 15, 14679–14700. [CrossRef]

49. Takemura, K.; Takahashi, K.; Takamatsu, J. Estimating 3-D Point-of-Regard in a Real Environment Using a
Head-Mounted Eye-Tracking System. IEEE Trans. Hum.-Mach. Syst. 2014, 44, 531–536. [CrossRef]

50. Manabe, H.; Fukumoto, M.; Yagi, T. Direct Gaze Estimation Based on Nonlinearity of EOG. IEEE Trans.
Biomed. Eng. 2015, 62, 1553–1562. [CrossRef] [PubMed]

51. Holzman, P.S.; Proctor, L.R.; Hughes, D.W. Eye-tracking patterns in schizophrenia. Science 1973, 181, 179–181.
[CrossRef] [PubMed]

52. Donaghy, C.; Thurtell, M.J.; Pioro, E.P.; Gibson, J.M.; Leigh, R.J. Eye movements in amyotrophic lateral
sclerosis and its mimics: A review with illustrative cases. J. Neurol. Neurosurg. Psychiatry 2011, 82, 110–116.
[CrossRef] [PubMed]

53. Chin, C.A.; Barreto, A.; Cremades, J.G.; Adjouadi, M. Integrated electromyogram and eye-gaze tracking
cursor control system for computer users with motor disabilities. J. Rehabil. Res. Dev. 2008, 45, 161–174.
[CrossRef] [PubMed]

54. Missimer, E.; Betke, M. Blink and wink detection for mouse pointer control. In Proceedings of the 3rd
International Conference on Pervasive Technologies Related to Assistive Environments (PETRA ’10), Samos,
Greece, 23–25 June 2010.

55. Wankhede, S.; Chhabria, S. Controlling Mouse Cursor Using Eye Movement. Int. J. Appl. Innov. Eng. Manag.
2013, 1, 1–7.

http://dx.doi.org/10.1007/s00464-012-2400-7
http://dx.doi.org/10.1097/SLA.0b013e3181e464fb
http://dx.doi.org/10.1007/s00464-010-0986-1
http://dx.doi.org/10.1007/s00464-010-1546-4
http://www.ncbi.nlm.nih.gov/pubmed/21359902
http://dx.doi.org/10.1080/14498596.2016.1149116
http://dx.doi.org/10.1111/j.1469-8986.2012.01379.x
http://www.ncbi.nlm.nih.gov/pubmed/22564009
http://dx.doi.org/10.1109/ACCESS.2016.2520093
http://dx.doi.org/10.1080/13683500.2014.1003797
http://dx.doi.org/10.1109/THMS.2016.2537749
http://dx.doi.org/10.3390/s150511092
http://dx.doi.org/10.3390/s150614679
http://dx.doi.org/10.1109/THMS.2014.2318324
http://dx.doi.org/10.1109/TBME.2015.2394409
http://www.ncbi.nlm.nih.gov/pubmed/25615905
http://dx.doi.org/10.1126/science.181.4095.179
http://www.ncbi.nlm.nih.gov/pubmed/4711736
http://dx.doi.org/10.1136/jnnp.2010.212407
http://www.ncbi.nlm.nih.gov/pubmed/21097546
http://dx.doi.org/10.1682/JRRD.2007.03.0050
http://www.ncbi.nlm.nih.gov/pubmed/18566935


Sensors 2019, 19, 859 21 of 26

56. Meghna, S.M.A.; Kachan, K.L.; Baviskar, A. Head tracking virtual mouse system based on ad boost face
detection algorithm. Int. J. Recent Innov. Trends Comput. Commun. 2016, 4, 921–923.

57. Biswas, J.; Wai, A.A.P.; Tolstikov, A.; Kenneth, L.J.H.; Maniyeri, J.; Victor, F.S.F.; Lee, A.; Phua, C.; Jiaqi, Z.;
Hoa, H.T.; et al. From context to micro-context–Issues and challenges in sensorizing smart spaces for assistive
living. Procedia Comput. Sci. 2011, 5, 288–295. [CrossRef]

58. Visutsak, P.; Daoudi, M. The Smart Home for the Elderly: Perceptions, Technologies and Psychological
Accessibilities. In Proceedings of the 2017 XXVI International Conference on Information, Communication
and Automation Technologies (ICAT), Sarajevo, Bosnia-Herzegovina, 26–28 October 2017; pp. 1–6.

59. Beligianni, F.; Alamaniotis, M.; Fevgas, A.; Tsompanopoulou, P.; Bozanis, P.; Tsoukalas, L.H. An internet
of things architecture for preserving privacy of energy consumption. In Proceedings of the Mediterranean
Conference on Power Generation, Transmission, Distribution and Energy Conversion (MedPower 2016),
Belgrade, Serbia, 6–9 November 2016; pp. 1–7.

60. Bouchet, O.; Javaudin, J.; Kortebi, A.; El-Abdellaouy, H.; Lebouc, M.; Fontaine, F.; Jaffré, P.; Celeda, P.;
Mayer, C.; Guan, H. ACEMIND: The smart integrated home network. In Proceedings of the 2014 International
Conference on Intelligent Environments, Shanghai, China, 30 June–4 July 2014; pp. 1–8.

61. Buhl, J.; Hasselkuß, M.; Suski, P.; Berg, H. Automating Behavior? An Experimental Living Lab Study on the
Effect of Smart Home Systems and Traffic Light Feedback on Heating Energy Consumption. Curr. J. Appl.
Sci. Technol. 2017, 22, 1–18. [CrossRef]

62. Lim, Y.; Lim, S.Y.; Nguyen, M.D.; Li, C.; Tan, Y. Bridging Between universAAL and ECHONET for Smart
Home Environment. In Proceedings of the 2017 14th International Conference on Ubiquitous Robots and
Ambient Intelligence (URAI), Jeju, South Korea, 28 June–1 July 2017; pp. 56–61.

63. Lin, C.M.; Chen, M.T. Design and Implementation of a Smart Home Energy Saving System with Active
Loading Feature Identification and Power Management. In Proceedings of the 2017 IEEE 3rd International
Future Energy Electronics Conference and ECCE Asia (IFEEC 2017–ECCE Asia), Kaohsiung, Taiwan, 3–7 June
2017; pp. 739–742.

64. Soe, W.T.; Mpawenimana, I.; Difazio, M.; Belleudy, C.; Ya, A.Z. Energy Management System and Interactive
Functions of Smart Plug for Smart Home. Int. J. Electr. Comput. Energ. Electron. Commun. Eng. 2017,
11, 824–831.

65. Wu, X.; Hu, X.; Teng, Y.; Qian, S.; Cheng, R. Optimal integration of a hybrid solar-battery power source into
smart home nanogrid with plug-in electric vehicle. J. Power Sources 2017, 363, 277–283. [CrossRef]

66. Melhem, F.Y.; Grunder, O.; Hammoudan, Z. Optimization and Energy Management in Smart Home
considering Photovoltaic, Wind, and Battery Storage System with Integration of Electric Vehicles. Can. J.
Electr. Comput. Eng. 2017, 40, 128–138.
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