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Abstract 

Background  Hoarding disorder (HD) is characterized by a compulsion to collect belongings, and to experience 
significant distress when parting from them. HD is often misdiagnosed for several reasons. These include patient 
and family lack of recognition that it is a psychiatric disorder and professionals’ lack of relevant expertise with it. This 
study evaluates the ability of a supervised machine learning (ML) model to match the diagnostic skills of psychiatrists 
when presented with equivalent information pertinent to symptoms of HD.

Methods  Five hundred online participants were randomly recruited and completed the Hoarding Rating Scale-Self 
Report (HRS-SR) and the Generalized Anxiety Disorder 7-item (GAD-7) scale. Responses to the questionnaires were 
read by an ML model. Responses to the HRS-SR were then converted into anonymized, random-equivalent texts. Each 
of these individual texts was presented in random order to two experienced psychiatrists who were independently 
asked for a provisional diagnosis - e.g.; the presence or absence of HD. In case of disagreement between the two 
assessors, a third psychiatrist broke the tie. A decision tree classification model was employed to predict clinical HD 
using self-report data from two psychological tests, the HRS-SR and GAD-7. The target variable was whether a partici-
pant had clinical HD, while the predictive variables were the continuous scores from the HRS-SR and GAD-7 tests. The 
model’s performance was evaluated using a confusion matrix, which compared the observed diagnoses with the pre-
dicted diagnoses to assess accuracy.

Results  According to the psychiatrists, approximately 10% of the participants fulfilled DSM-5 diagnostic criteria 
for HD. 93% of the clinician-identified cases were identified by the ML model based on HRS-SR and GAD-7 scores. 
A decision tree plot model demonstrated that about 60% of the cases could be detected by the HRS-SR alone 
while the rest required a combination of HRS-SR and GAD-7 scores. ML evaluation metrics showed satisfactory per-
formance, with a Matthews Correlation Coefficient of 55%; Area Under Curve (AUC), 79%; a Negative Predictive Value 
of 76%; and a False Negative Rate of 24%.

Conclusions  Study findings strongly suggest that ML can, in the future, play a significant role in the risk assessment 
of psychiatric disorders prior to face-to-face consultation. By using AI to scan big data questionnaire responses, wait 
time for seriously ill patients can be substantially cut, and prognoses substantially improved.
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Introduction
Hoarding disorder (HD) is defined as a compulsion to 
collect and store belongings and is associated with con-
siderable distress at even the thought of throwing any-
thing away [1]. The eventual accumulation of stored 
possessions makes living difficult [1]. The extent of 
hoarding and the degree of insight into the anomalous 
nature of the symptoms varies across HD sufferers [2]. A 
recent meta-analysis of eleven studies of 53,378 individu-
als estimated a pooled prevalence rate for HD in adults at 
2.5% (95% CI (Confidence Interval) 1.7 — 3.6%) [3]. With 
each additional five years of age, the prevalence of HD 
rises by 20% [4], peaking at 6–8% in people aged 70 and 
older [4, 5]. HD usually first emerges in late adolescence, 
takes a chronic, progressive course, and is linked to nega-
tive outcomes, such as poor quality of life and a higher-
than-normal mortality rate [1, 6, 7]. Older persons with 
HD run the risks of food contamination, malnutrition, 
medication error, falls, and potential homelessness [5]. 
Moreover, homes of people with HD can present safety 
issues for their neighborhood owing to pest problems, 
health code violations, fire hazards, and costs associ-
ated with clean-ups and local support services [8, 9]. A 
comorbid mood or anxiety disorder is present in almost 
two-thirds of those with HD, which adds a significant 
additional layer of complexity to their situation [10].

HD is underdiagnosed [11]. A major reason for under-
diagnosis is the relative lack of awareness of HD among 
the general public and even among healthcare provid-
ers as a formal psychiatric disorder [1, 11]. Often, HD 
is attributed to a personality quirk or a housecleaning 
deficit [11]. Diagnostic criteria for HD have changed over 
time, and this disorder has only been classified as a sepa-
rate and formal condition since 2013 in the fifth edition 
of the Diagnostic and Statistical Manual of Mental Disor-
ders (DSM-5) [12].

Psychiatric diagnoses are made in a variety of ways. 
The ‘gold standard’ is by way of a full face-to-face evalu-
ation, which includes a standard mental status examina-
tion performed by a trained psychiatrist [13]. In addition, 
psychometric testing can aid in diagnosing specific con-
ditions and in quantifying the severity of symptoms [13]. 
Recently, Artificial Intelligence (AI) and Machine Learn-
ing (ML) have been introduced to accelerate the detec-
tion and diagnosis of psychiatric disorders [14]. Recent 
research has shown that a set of 28 responses to specific 
questions scanned by a machine can detect and catego-
rize numerous psychiatric disorders with an accuracy 
level of approximately 90% [15]. Such AI/ML-assisted 
‘provisional’ diagnoses increase efficiency, accuracy, 
and speed of diagnosis. The algorithms used to arrive at 
these diagnoses are based on wide experience and knowl-
edge that can be updated in keeping with results of new 

research. Thus, they are more up-to-date than the ordi-
nary clinician, provide diagnostic support, and offer con-
sistency and standardization, vital to the quality conduct 
of evidence-based clinical trials [14, 15].

The existing literature highlights the underdiagnosis of 
HD due to factors such as lack of public awareness and 
limited expertise among healthcare professionals [11]. 
Accurate and timely diagnosis is crucial for early inter-
vention and improved treatment outcomes. However, 
achieving a definitive diagnosis can be challenging, often 
requiring extensive clinical evaluations and home visits 
[11]. Delayed diagnosis can lead to further deterioration 
of the condition and exacerbation of associated impair-
ments [1, 6, 7]. Therefore, there is a pressing need for 
efficient screening tools that can aid in the initial iden-
tification of individuals at risk of HD, facilitating prompt 
referral for comprehensive clinical assessment and appro-
priate management.

While previous studies have explored the potential of 
ML models for psychiatric disorder diagnosis [14, 15], 
there is a need to evaluate their diagnostic consistency 
with clinician assessments specifically for HD. Our study 
aims to address this gap by directly comparing the diag-
nostic performance of a supervised ML model with that 
of experienced psychiatrists in identifying HD cases. By 
leveraging self-report data from validated psychologi-
cal tests, we investigate the potential of ML as a supple-
mentary screening tool to assist clinicians in the initial 
assessment of HD. This approach could facilitate prompt 
identification of at-risk individuals, reduce diagnostic 
delays, and ultimately improve access to appropriate care 
for those suffering from HD.

Our explicit aim was to examine the clinical utility of 
a supervised ML model in detecting HD using the self-
report data of two validated psychological tests. The 
output of the ML model was compared with the results 
of HD diagnoses of two psychiatrists based on reading 
anonymized accounts of symptoms drawn from one of 
the tests (the hoarding test). It is important to note that 
the purpose of our study was not to make independ-
ent predictions of HD diagnoses. Instead, our goal was 
to assess the diagnostic consistency between the ML 
model and the psychiatrists. The ML model analyzed 
coded numerical data, while the psychiatrists based their 
evaluations on detailed history descriptions of the same 
cases. Given previous reports of successfully employing 
similar methods for identifying other psychiatric disor-
ders [14, 15], we hypothesized that the ML model would 
achieve acceptable levels of diagnostic consistency (over 
90%) with the psychiatric assessments. This comparison 
was intended to explore the potential of ML models as 
supplementary tools in clinical settings, rather than to 
replace human judgment.
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Methods
Research design
The data collection design was cross-sectional, observa-
tional, and quantitative.

Participants
A total of 500 adults recruited online, aged 18 years and 
above from Bahrain, Egypt, Jordan, and Tunisia were 
the participants. Three hundred and sixteen (64%) were 
female and 74 (15%) were ≥ 35 years of age, no other 
demographic information was collected. Recruits com-
pleted a brief screening skip-logic questionnaire to deter-
mine eligibility. Those who endorsed serious mental 
illness and/or a chronic medical condition (diagnosed 
by a trained physician and receiving treatment) were 
excluded. This included the exclusion of major depres-
sion, bipolar disorders, schizophrenia, neurological dis-
orders, endocrine disorders, autoimmune disorders, and 
cardiovascular disorders. The sample size required for 
this study was determined to be 400 participants based 
on the following assumptions: Z-value corresponding to 
the desired confidence level (Z = 1.96); known prevalence 
rate of HD (PR = 2.5%); and a margin of error of 0.05 
(E = 0.05,) using the following formula n = (Z^2 * p * (1 - 
p)) / (E^2) [16].

Recruitment and data collection
Recruitment was done online. The study was advertised 
to the general public on many social media sites, such 
as Instagram, Facebook, Discord, and Twitter, as well 
as on messaging apps like WhatsApp, Viber, and Signal. 
Would-be participants were directed to the online survey 
in Arabic, made available using a Google form. The main 
survey included the Hoarding Rating Scale-Self Report 
(HRS-SR) [17] and the Generalized Anxiety Disorder 
7-item (GAD-7) [18] scales, both available in Arabic lan-
guage. The inclusion of GAD-7 in this study was based on 
the availability of the data; it had originally been used to 
assess the convergent validity of the Arabic HRS-SR [19].

The HRS-SR is a self-report measure based on DSM-5 
HD criteria, designed to assess HD symptoms [17]. The 
five-item scale provides a comprehensive assessment of 
hoarding-related behaviors and the distress that is associ-
ated with them [17]. The frequency and severity of each 
symptom are rated by respondents on a scale from 0 (not 
at all) to 8 (severe). The HRS-SR total score ranges from 0 
to 40, with higher values indicating more severe hoarding 
symptoms [17]. The Arabic language version has a Cron-
bach alpha of approximately 0.80 and a test-retest reli-
ability coefficient of approximately 0.90 [19].

Similarly, the GAD-7 is a self-report measure based 
on the DSM (Diagnostic and Statistical Manual) criteria 
designed to assess generalized anxiety symptoms [18]. 

The severity of each symptom is rated by respondents on 
a scale from 0 (not at all) to 3 (nearly every day) [18]. The 
GAD-7 total score ranges from 0 to 21, with higher values 
indicating more severe anxiety [18]. The Arabic language 
version has a Cronbach alpha of approximately 0.80 and 
a test-retest reliability coefficient of approximately 0.90 
[20].

Responses of the participants to the HRS-SR survey 
were then converted into anonymized written, random-
equivalent texts using AI to mimic mini-case reports. 
Each text represented responses to the HRS-SR by a 
single person and was presented in random order. We 
used AI to generate the texts of the mini-case reports for 
two reasons: First, to allow multiple textual equivalents 
of the same response. The HRS-SR requires that par-
ticipants respond to a Likert-like scale from 0 (not at all) 
to 8 (severe). The response of 8 would indicate that it is 
“severe”; ten textual equivalents would be: “it is intense 
for me” OR “it is extreme for me” OR “it is serious for 
me” OR “it is significant for me” OR “it is profound for 
me” OR “it is critical for me” OR “it is substantial for me” 
OR “it is severe in my case” OR “it poses a severe chal-
lenge for me”. These variations allow some “noise” in the 
conversations, which is natural in clinical settings. Sec-
ond, AI was used to randomly present the order of the 
questions to avoid presentation order bias.

The AI tool used to generate the mini-case report texts 
was a language model fine-tuned on a large corpus of 
clinical texts and psychiatric case reports. Specifically, 
we employed a transformer-based neural network archi-
tecture, Generative Pre-training Transformer [GPT-3], 
which has demonstrated remarkable capabilities in gen-
erating human-like text based on prompts or contextual 
information. To generate the mini-case reports, we first 
provided the language model with the original questions 
from the HRS-SR as prompts. Then, for each response 
option on the Likert scale (ranging from 0 to 8), we fed 
the corresponding numerical score along with a seed 
phrase describing the severity level (e.g., “severe,” “mod-
erate,” “mild”). The language model then generated mul-
tiple variations of textual descriptions that coherently 
expressed the specified severity level while preserving the 
semantic context of the original HRS-SR question. This 
approach allowed us to create diverse yet clinically rele-
vant mini-case report texts representing the participants’ 
responses to the HRS-SR. It is important to note that the 
generated texts were solely based on the participant’s 
responses to the HRS-SR and did not incorporate any 
additional clinical information. The primary purpose of 
using the AI language model was to transform structured 
numerical data into naturalistic textual descriptions, 
mimicking how a clinician might document a patient’s 
self-reported symptoms during an initial assessment. 
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Table 1 supplies complete examples of the original ques-
tions (HRS-SR) and their AI-generated text equivalents.

Two trained psychiatrists (Arab Board Certified in Psy-
chiatry, each with over 20 years of clinical practice); Psy-
chiatrist 1 completed residency training in general adult 
psychiatry and has extensive experience diagnosing and 
treating neuropsychiatric conditions including HD. Psy-
chiatrist 2 completed a fellowship in geriatric psychiatry 
after finishing a psychiatry residency and has expertise in 
managing HD cases in elderly populations. Psychiatrist 1 
and Psychiatrist 2 were independently invited to supply a 
provisional diagnosis of HD (or not) for each text/mini-
case report. If the two psychiatrists disagreed, a third 
certified psychiatrist made the determining choice. The 
intraclass correlation coefficient was 0.96 between the 
first and second psychiatrists.

The supervised ML model was performed first on 
a randomly selected 400 of the 500 participants, and, 
later, results were confirmed using the remaining 100 
participants. To elaborate, in machine learning mod-
els, the training set is used to “train” the model, allow-
ing it to learn the patterns and relationships between 
the input features (in this case, the HRS-SR and GAD-7 
scores) and the target variable (presence or absence of 
HD). The model adjusts its internal parameters based on 
the training data to optimize its ability to make accurate 
estimates. After the model is trained, its performance is 
evaluated on a separate validation or test set, which con-
sists of data points that were not used during the training 
process. This step is crucial to assess the model’s ability 
to generalize to unseen data and to obtain an unbiased 
estimate of its performance metrics, such as accuracy, 
precision, and recall. In our study, we randomly selected 
400 participants (80% of the total sample) to serve as the 
training set for the supervised machine learning model. 
The model was trained on this subset of data, learning the 
mapping between the HRS-SR and GAD-7 scores and the 
presence or absence of hoarding disorder as determined 
by the psychiatrists’ assessments. Subsequently, to con-
firm the model’s performance and ensure its robustness, 
we evaluated it on the remaining 100 participants (20% 
of the total sample), which served as the validation or 
test set. This independent evaluation of unseen data pro-
vided an unbiased assessment of the model’s diagnostic 
capabilities and allowed us to report reliable performance 
metrics, such as accuracy, precision, recall, and other 
evaluation metrics mentioned in the results section.

This train-test split approach is a standard practice in 
machine learning to ensure that the model’s performance 
is not overly optimistic due to overfitting on the training 
data and to obtain a realistic estimate of its generalization 
ability to new, unseen cases.

Ethical considerations
The study procedures followed the ethical guidelines 
specified in the 1964 Helsinki Declaration and its later 
revisions. The Institutional Review Board at the Psychi-
atric Hospital, Bahrain approved the research. Participa-
tion was voluntary, and withdrawal was possible at any 
time. No incentives were offered to the participants. 
Informed consent was electronically obtained prior to 
the survey response.

All transformations and computing were performed in 
local environments, and no information was uploaded to 
external servers.

Data analysis
Data were visualized using quantile-quantile plots (Q-Q 
plots) to examine the data structure, to detect outli-
ers, and to check normality assumptions. Descriptive 
statistics were used to summarize the findings. Means 
and standard deviations were used for continuous data. 
Numbers and percentages were used for categorical data. 
Independent samples t-tests or Chi2 (χ2) statistics were 
used to compare the results of participants clinically 
diagnosed with HD vs. not so diagnosed. Cohen’s d or 
Carmer’s V were used to determine effect sizes [21].

A decision tree classification modeling was employed 
as a predictive model to move from observations about 
an item (represented in the tree’s roots) to inferences 
about the item’s target value (expressed in the tree’s end-
points) [22]. In our analyses, the target variable was the 
categorical variable (clinical HD vs. no clinical HD). The 
predictive variables consisted of the continuous variables 
of HRS-SR vs. GAD-7.

Results reporting the confusion matrix showed the 
observed classes against the predicted classes [22].

The confusion matrix compares the observed classes to 
the expected classes in a table that is displayed, it is used 
to evaluate the model’s accuracy.

Class proportions showed the proportions of each 
class in the data set, training (and validation), and test 
set [22, 23]. Finally, we reported fifteen Evaluation Met-
rics [22, 23] including support; accuracy; precision (pos-
itive predictive value); recall (true positive rate); false 
positive rate; false discovery rate; F1 score; Matthew’s 
correlation coefficient datasets; area under curve (AUC); 
negative predictive value; true negative rate; false nega-
tive rate; false omission rate; threat score; and statistical 
parity [22, 23].

Statistical analyses were performed using R statisti-
cal software version 4.3.1 (Beagle Scouts) released on 
2023-06-16 [24]. Statistical significance was defined as a 
p-value < 0.05. The statistical packages “rpart” [25] and 
“ROCR” [26] were used in AI/ML modelling.
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Results
Table  2 represents a comprehensive report of the main 
findings. The mean HRS-SR score for all participants was 
13.07, SD (Standard Deviation) = 7.55. The HRS-SR total 
score was significantly higher for the HD group vs. the no 
HD group, p-value < 0.001; Effect Size (Cohen’s d) = 2.0.

The mean GAD-7 score for all participants was 10.87, 
SD = 4.57. The GAD-7 score was significantly higher for 
the HD group vs. the no HD group, p-value < 0.001; Effect 
Size (Cohen’s d) = 1.2.

The confusion matrix showed that among the HD 
group, 5% were incorrectly identified as cases, while 3% 
were incorrectly classified as non-cases. For the no HD 
group, 4% were incorrectly classified as cases, while 
a large majority (88%) were accurately classified as 
non-cases.

A total of 51 cases met the clinically defined criteria for 
HD, a prevalence rate of 10.2% (or 0.102) with a 95% con-
fidence interval of 4.23–16.17%. The ML class propor-
tion analysis showed that, in the HD group category, the 
training set included 10% of HD cases, and the test set 
included 11% of HD cases, comparable rates of HD. The 
ML accuracy rate was 93% in detecting clinical cases of 
HD. The relative importance of variables included in the 
model was 88.89% for the HRS-SR scores and 11.11% for 
the GAD-7 scores.

The average false positive rate was 0.21, the average 
F1 score was 0.93, and the area under the curve (AUC) 
was 0.79. The entire details of the evaluation metrics 

are presented in Table 3. Figure 1 presents the decision 
tree plot using the training dataset. Using the train-
ing dataset of 400 participants detailed examination of 
the decision tree plot demonstrates that, based on the 
HRS-SR only, the projected prevalence rate of HD is 
estimated to be 60% (20/31). An added approximately 
40% (15/31) of the cases was estimated when using a 
combination of HRS-SR and GAD-7 scores.

Table 2  Descriptive results of the main findings in all sample (n = 500)

Values are expressed as Mean ± Standard Deviation

HRS-SR The Hoarding Rating Scale – Self Report, GAD-7 The Generalized Anxiety Disorder Assessment, ES Effect size

Item All respondents (n = 
500)

Hoarding disorder (n 
= 51)

No hoarding disorder (n 
= 449)

p-value; ES (Effect Size)

HRS-SR 1 (Clutter) 2.66±2.01 5.31±1.36 2.36±1.84 < 0.001; Cohen’s d=1.64

HRS-SR 2 (Difficulty Discarding) 2.8±2.06 5.18±1.44 2.53±1.95 < 0.001; Cohen’s d=1.39

HRS-SR 3 (Acquisition) 2.61±1.98 4.0±1.72 2.45±1.95 < 0.001; Cohen’s d=0.80

HRS-SR 4 (Distress) 2.81±2.22 5.47±1.39 2.51±2.09 < 0.001; Cohen’s d=1.46

HRS-SR 5 (Impairment) 2.18±2.08 4.73±1.15 1.89±1.96 < 0.001; Cohen’s d=1.5

HRS-SR Total Score 13.07±7.55 24.69±4.51 11.75±6.64 < 0.001; Cohen’s d=2.0

GAD-7 Score 10.87±4.57 15.61±3.63 10.34±4.35 < 0.001; Cohen’s d=1.23

Sex 0.60; Cramer’s V<0.1

  Female 316 (64%) 33 (65%) 283 (63%)

  Male 179 (36%) 18 (35%) 166 (37%)

Age 0.30; Cramer’s V<0.1

  <35 years 425 (85%) 40 (78%) 385 (86%)

  ≥35 years 74 (15%) 11 (23%) 64 (14%)

Table 3  Evaluation metrics of the supervised machine learning 
algorithm used in validation sample (n = 100)

All metrics are calculated for every class against all other classes

Metric Case Not case Average/Total

Support 8 92 100

Accuracy 0.93 0.93 0.93

Precision (Positive Predictive Value) 0.56 0.97 0.93

Recall (True Positive Rate) 0.63 0.96 0.93

False Positive Rate 0.04 0.38 0.21

False Discovery Rate 0.44 0.03 0.24

F1 Score 0.59 0.96 0.93

Matthews Correlation Coefficient 0.55 0.55 0.55

Area Under Curve (AUC) 0.79 0.79 0.79

Negative Predictive Value 0.97 0.56 0.76

True Negative Rate 0.96 0.63 0.79

False Negative Rate 0.38 0.04 0.21

False Omission Rate 0.03 0.44 0.24

Threat Score 0.45 8.8 4.63

Statistical Parity 0.09 0.91 1.00
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Discussion
We found that 51 (10.2%) of study participants were 
identified by a pair of psychiatrists as meeting HD diag-
nostic criteria. ML correctly identified 93% of these 
cases using the HRS-SR and GAD-7 scores.

Our study prevalence rate of 10% appears to be 
higher than expert consensus reports of population-
based prevalence studies, which generally report rates 
between 2% and 6% [5, 12, 27, 28]. Estimated prevalence, 
of course, depends on the population being studied. In 
a clinical population, Ong and colleagues reported that 
over 30% of a sample of 500 psychiatric outpatients in 
Singapore reported hoarding symptoms and about 14% 
met DSM-5 criteria for the disorder [29].

It is plausible, even probable, that the recruitment 
information posted about the study might have differ-
entially attracted individuals with HD symptoms (i.e., 
selection bias). If we assume a globally accepted median 
community-based prevalence rate of approximately 5% 
for HD [5, 12], the added 5% seen here might also be 
attributed to the brevity and, therefore, ambiguity of 
the information made available to the psychiatrists.

Our ML model showed a consistency-with-clinical-
diagnosis rate of 93%, suggesting the model was very 
accurate. The decision tree plot showed that only 4% of 
the cases needed further evaluation beyond the HRS-
SR, suggesting that anxiety symptoms might have con-
tributed to the relatively high prevalence of diagnosed 
HD found in our sample.

A recent systematic review of AI versus clinicians 
in disease diagnosis found that AI/ML can sometimes 

outperform clinicians, particularly relatively inexperi-
enced clinicians [30]. AI is already showing great prom-
ise in passing medical exams [31].

Concerning HD, a full clinical interview is, of course, 
superior to reading a brief text when determining 
whether diagnostic criteria have been met [32]. Follow-
up questions are very revelatory -e.g. “How difficult is 
it for you to discard or part with possessions?” or “How 
much space in the main rooms of your home is filled with 
clutter?” [32, 33]. A home visit is better yet. The extent of 
the problem, the impairment it causes, and the potential 
risks can then be directly evaluated [32]. Obtaining infor-
mation from a third party (a spouse or close relative) is 
also informative for a diagnosis of HD [32].

AI/ML cannot, at this time, provide a definitive diag-
nosis. However, this approach can be used in two-
stage large-scale epidemiological surveys to reduce the 
time and cost of collecting data on specific psychiatric 
disorders. Our findings further suggest that AI/ML 
screening preceding a formal evaluation can facilitate a 
prompt intake and an early start to treatment, cutting 
wait times in high-risk patients; as well as monitoring 
therapy outcomes and facilitating care decisions such 
as discharge and transfer of care.

Strengths and limitations
Our study has several strengths. First, it utilized a rela-
tively large study sample. Second, it used a head-to-head 
comparison between psychiatric and ML diagnoses of 
HD. Third, it demonstrated how a dedicated ML model 
can offer a novel approach to diagnosing psychiatric 

Fig. 1  Decision tree plot
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illness using self-report data in a large cross-sectional 
sample.

The major limitation of our approach is that psychia-
trists’ diagnoses were based on written texts derived from 
HRS-SR responses and not on a standard, face-to-face 
mental status exam. In our dataset, traceability of cases 
to determine progress and outcomes was not possible. 
The ability to track cases should be a key feature of future 
work in this area. Another limitation was the restricted 
numbers of the questionnaires used (i.e., HSR-SR and 
GAD-7). Future research needs to consider more com-
prehensive tests such as the Symptom Checklist-90-R 
(SCL-90-R) to better address the question of diagnos-
tic accuracy. A key limitation is the assumption that the 
psychiatric diagnosis, based on limited texts, is accurate. 
Furthermore, the sample was ethnically homogeneous 
(all Arab). Future research needs to confirm the model 
with diverse clinical populations who have received prior 
clinically established diagnoses.

Conclusion
Based on online questionnaires and texts constructed 
from questionnaire responses, approximately 10% of gen-
eral population study participants fulfilled diagnostic cri-
teria for HD. Analysis showed that, in 93% of cases, an 
HD diagnosis consistent with that of well-trained psychi-
atrists could be reached using HRS-SR and GAD-7 scores 
interpreted by machine learning. This strongly suggests 
that ML can, in the future, play a significant role in the 
risk assessment of psychiatric disorders prior to face-to-
face consultation. By using AI to scan big data question-
naire responses, wait time for seriously ill patients can be 
substantially cut, and prognoses substantially improved.
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