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The purpose of the study is to improve the performance of intelligent football training.

Based on deep learning (DL), the training of football players and detection of football

robots are analyzed. First, the research status of the training of football players

and football robots is introduced, and the basic structure of the neuron model and

convolutional neural network (CNN) and the mainstream framework of DL are mainly

expounded. Second, combined with the spatial stream network, a CNN-based action

recognition system is constructed in the context of artificial intelligence (AI). Finally, by

the football robot, a field line detection model based on a fully convolutional network

(FCN) is proposed, and the effective applicability of the system is evaluated. The results

demonstrate that the recognition effect of the dual-stream network is the best, reaching

92.8%. The recognition rate of the timestream network is lower than that of the dual-

stream network, and the maximum recognition rate is 88%. The spatial stream network

has the lowest recognition rate of 86.5%. The processing power of the four different

algorithms on the dataset is stronger than that of the ordinary video set. The recognition

rate of the time-segmented dual-stream fusion network is the highest, which is second

only to the designed network. The recognition rate of the basic dual-stream network is

88.6%, and the recognition rate of the 3D CNN is the lowest, which is 86.2%. Under the

intelligent training system, the recognition accuracy rates of jumping, kicking, grabbing,

and starting actions range to 97.6, 94.5, 92.5, and 89.8% respectively, which are slightly

lower than other actions. The recognition accuracy rate of passing action is 91.3%, and

the maximum upgrade rate of intelligent training is 25.7%. The pixel accuracy of the

improved field line detection of the model and themean intersection over union (MIoU) are

both improved by 5%. Intelligent training systems and the field line detection of football

robots are more feasible. The research provides a reference for the development of AI in

the field of sports training.
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INTRODUCTION

Football has become the most popular sport in the world today
due to its strong antagonism and enjoyment, and it is known as
“the largest sport in the world.” As the top football league, the
Fédération Internationale de Football Association (FIFA) World
Cup is held every 4 years. As of the 21st World Cup in 2018,
the global TV audience has reached more than 3.5 billion (Pons
et al., 2021). Football requires high physical fitness of athletes,
especially strong jumping ability, which is an indispensable skill
for shooting. It not only requires athletes’ leg strength, but also
other parts of the body (Bueno et al., 2021). The functional
training of football refers to the realization of specific sports
functions of the body for football (Teixeira et al., 2021). In
addition to jumping ability, functional strength training in
football sports includes training for kicking strength of their legs,
the stability of athletes’ upper and lower limbs during football
competition, and training for athletes’ acceleration and starting
strength during competitions, etc. (Vella et al., 2021). Currently,
the functional strength training of football players requires
the coaches to adjust training items, supervise the athletes to
complete strength training, and to analyze the training situation
(Guan and Wang, 2021). Due to the limitation of the number of
coaches and the interference factors of man-made supervision,
the speed and strength of the athletes are improved to a small
extent within a certain period. Therefore, artificial intelligence
(AI) is introduced to study the functional training of football.
Since the requirements for AI in the functional training of
football players are in semantic extraction and action recognition,
based on deep learning (DL) and human action recognition
related knowledge, the speed and strength improvement of
athletes in functional training is studied. Currently, human
action recognition is one of the research hotspots in the field
of computer vision, and it is gradually being applied in many
fields, such as virtual reality, video surveillance, the interaction
of AI, medical assistance, etc. (Materne et al., 2020). The
research content of human action recognition mainly includes
the extraction and analysis of human action and the detection
of moving targets (Parim et al., 2021). The research often
encounters discrepancies in different environments, so many
methods of expressing features have been proposed, such as DL
algorithms. DL algorithms are different from traditional artificial
feature extraction, which saves a lot of time and manpower
(Aslam et al., 2021).

Deep learning algorithms belong to the field of machine
learning and are mainly used in the learning of complex
semantics by machines. The DL uses hierarchical extraction
of features and feature learning methods, and currently, it
is widely used in audio recognition, processing of natural
language, and in other fields (Khan et al., 2021). As one of the
commonmodels of DL, the convolutional neural network (CNN)
shows great advantages in visual recognition tasks. Human
action recognition will be studied by combining CNN with the
DL algorithm (Khan et al., 2020). Human action recognition
under DL mainly extracts the global and local information
of the video image in the computer, and it performs feature
extracting and analysis on this part of the information, and then

conducts the recognition of the target behavior (Ullah et al.,
2020).

As an important experimental platform for the research of
AI application technology and multi-agent system (MAS), the
football robot is a vital way to break through the research
in the field of AI technology. Meanwhile, it is also extremely
challenging for scientific researchers. Its related technologies
include robotics, AI, intelligent control technology, sensor
technology, communication, computer and image processing,
and other fields. A football robot is a typical MAS in the
form of competition. The research on its structure theory and
control method has promoted the development of methods
and theories of robotics and AI technology (Setyawan et al.,
2022). Intelligent robots have been widely used in various fields
of social life. As one of the intelligent robots, football robot
games have often been held around the world in recent years. It
integrates technology, viewing and fun, effectively stimulates the
enthusiasm of young people for research, and provides a stage
for cultivating all aspects of ability. Students closely combine
scientific knowledge with practice, link theory with practice, and
exert their intelligence through practical operation, teamwork,
innovation, creation, etc. (Suwarno et al., 2022). The actual
technological level and control skills can be evaluated in the
fairest, most reasonable, and objective way through the robot
football game. Through the competition, its own deficiencies are
found, to improve and innovate technology, and promote the
development of related technologies (Wang, 2022). The Robo
Cup Humanoid Competition is the highest-level competition in
the field of humanoid football robots. The robot captures the
field image through the camera, performs field line detection
on the image, extracts the feature information in the field line
that can be used for robot positioning, combines with the robot’s
movement information, performs robot self-positioning, and
makes decisions and path planning based on the detection and
positioning information to complete match (Watanabe et al.,
2022). Since the current football robot positioning detection is
unstable, it will be combined with the fully convolutional network
(FCN) for research.

The traditional functional strength training of football players
has the problems of insufficient coaches and slow speed in
improving the speed and strength of football players. In the era
of AI, the training problem of football players can be effectively
solved. Based on the current situation of football player training,
the AI is introduced to study the players’ functional training,
aiming to improve the detection technology of football robots.
First, the research background of football training and football
robots in the era of AI is introduced. Second, combined with
video recognition technology, a functional strength training
system by AI and CNN is established, combining time flow and
spatial flow network to build a field line positioning system for
football robots based on FCN. Finally, the feasibility of the two
systems is evaluated. The innovation lies in the application of the
human action recognition system under DL to solve the problems
existing in the ability training of football players. The main
difference between the designed algorithm and other algorithms
is to propose an improved model based on FCN and residual
network for field line detection of football robots. The used data
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set is an image data set containing 4,800 videos. To sum up, the
feasibility of the provided intelligent training system and the high
accuracy of the football detection of football robots are obtained.
The research results provide a new way for the development of
strength training of football players and the detection technology
of football robots.

DESIGN OF AN INTELLIGENT SYSTEM
FOR FUNCTIONAL STRENGTH TRAINING
AND RESEARCH ON FIELD LINE
DETECTION OF FOOTBALL ROBOT

Research Status of Human Action
Recognition
Human action recognition algorithms before the emergence of
DL algorithms were mainly studied through shallow learning
and spatiotemporal features. For example, sampling the pixel
points in the video for dense trajectory acquisition, and
extracting feature information as the result of the recognition
action; acquiring the research target trajectory in the video
by the information of the optical flow field, extracting feature
information, and then performing feature encoding to obtain
recognition results; researching the key point of optical flow
information in the video through the sequence of video;
combining Gaussian distribution to perform feature extraction
on the information in the video, etc. (Fan et al., 2020).

Since the system of human action recognition involves a lot
of domains, including feature selection, machine vision, pattern
recognition, etc., it is also a very challenging processing method
for the computer (Pareek and Thakkar, 2020), so it has important
significance in the research of human action recognition. The
current research on human action recognition has made
great progress, but there are still some shortcomings, such as
insensitivity to the differences among different targets, difficulty
in processing under the influence of complex video environment
background, and differences between video databases and
real data, etc. (Ozcan and Basturk, 2020). The emergence of
DL algorithms has gradually replaced artificial representation
methods, and the above problems have been studied. Methods
of action recognition based on DL include CNN and dual-stream
algorithms (Abdelbaky and Aly, 2021).

The main research direction in DL is the dual-stream
algorithm, which aims at using the two dimensions of space
and time to study video, and then combines the optical flow
image and the video frame image to train the DL model, and
to finally obtain the recognition result (Lagemann et al., 2021).
The CNN has a simple network structure and a large-scale
processing data set, so it is widely used. Among them, the 3D
CNN extracts and recognizes video images through the three-
dimensional convolution kernel, which is more comprehensive
than the two-dimensional algorithm (Fan et al., 2020).

The research on human action recognition has been carried
out earlier, but it has only been applied in sports in recent
years. Research on human movement in the field of sports
involves sports, such as basketball, badminton, etc. Football
research is mainly focused on tracking the trajectory of football

players in the game, and there is less research on strength training
(Stoeve et al., 2021). Thakkar and Shah (2021) proposed the
use of wearable devices for action recognition (Thakkar and
Shah, 2021). In addition, the research methods for human action
recognition include computer vision research (Newman et al.,
2021). Football is a highly antagonistic sport and is not suitable
for wearing equipment. Therefore, the visual aspects of human
action recognition are analyzed.

Research Status of Football Robots
In the 1992 International AI Conference, Professor Alan
Mackworth of Canada first proposed the idea of robot football
in his paper, “On Seeing Robot.” The Federation of International
Robot Soccer Association (FIRA) competition was first proposed
by Professor Kim Jong-hwan of South Korea in 1995. The first
and second international competitions were held in Korea in
1996 and 1997, respectively (Chen and Gao, 2020). In June
1997, the FIRA was announced during the second micro-robot
football competition. Since then, FIRA holds an international
competition every year and an academic conference (FIRA
Congress) to exchange experience and technology in the robot
football research. In 2011, the 16th FIRA Robo World Cup and
Congress were held in Taiwan for the first time, with more
than 10 national teams including South Korea, Canada, Mexico,
the United Kingdom, Singapore, Malaysia, Thailand, Argentina,
Slovakia, and China participated in the competition, and 53
teams competed on the same stage. This is the FIRA game, one
of the international robot soccer game series organized by FIRA
so far (Chen, 2020).

With the development of the FIRA competition, another
major series of football robot competitions, the Robo Cup, has
also been developed by leaps and bounds during the same period.
The Robo Cup J League was planned in June 1993 by Minoru
Asada, Hiroaki Kitano, and Yasuo Kuniyoshi. However, within a
month, it received a positive response from scientific researchers
around the world, and therefore changed its name to Robo
Cup, that is, the Robot Football World Cup. In 1997, the first
official competition and meeting of the Robo Cup was held in
Nagoya, Japan, with 38 teams from 11 countries participating
in the competition (Hong et al., 2021). The competition was a
huge success. Before this competition, many scientific researchers
did a lot of pre-competition preparations, such as drafting
rules, organizing simulation group competitions, etc., to ensure
the success of this competition. Since then, the Robo Cup
competition is held around the world every year, and then the
exchange meeting on its scientific research progress is held,
which provides a good communication platform for scientific
researchers and promotes the rapid development of their related
scientific and technological fields (Houtman et al., 2021).

In 1997, Chinese researchers began to study robot football,
starting relatively late. In 1998, the Chinese branch of the FIRA
was established. In the Robo Cup held in Brazil in August 1999,
the New Neu team of Northeastern University won the first
place in standard action and the fifth place in Mriosot, realizing
the breakthrough of the Chinese team’s 0 gold medal in the
Robo Cup (Antonioni et al., 2021). In 2000, the Robo Cup was
held in Beijing for the first time. In the Robo Cup in August
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2001, 8 championships among 9 competitions were won by the
Chinese team, which fully proves that China has achieved a very
high development level in the field of robot football research.
After more than 10 years of unremitting efforts, with the strong
support of FIRA and the Chinese Society for AI, the Chinese
robot football team has spread all over the country. So far, there
are more than 200 teams belonging to more than 80 universities.
More andmore scientific research institutes and universities have
begun to organize scientific research forces to join the team of
football robots, which has greatly promoted the development of
football robots and the related fields of science and technology.

The rules of the game before 2013 stipulated that the game
ball is orange, the goal is yellow or blue, and the field line is
white, so the target detection algorithms are all algorithms based
on color segmentation. As the rules of the game continue to
change, the ball becomes a mixture of black and white, the goal
and field lines are both white, and the algorithm based on color
segmentation is no longer effective. Based on the odometry-based
positioning method, Park et al. (2022) calculated the current
robot’s pose relative to the initial moment by accumulating
the measurement results (Park et al., 2022). To achieve higher
accuracy, filtering methods, such as Kalman filtering can be used
for coordination. The advantage of this method is that it can
quickly provide the robot pose, but the disadvantage is that it has
accumulated errors. As the movement time or distance increases,
the error of its pose estimation will also increase. Due to the
high confrontation of robot football games, the robot collisions
between them occur frequently, so thismethod is only suitable for
short-term and short-distance self-positioning. Jeong et al. (2022)
proposed a positioning method based on sensors, such as laser
rangefinders and sonars, using a rotating mirror mechanism to
emit laser beams outwards, and to detect the laser beams reflected
by objects, and to obtain external environmental information.
This positioning method has high positioning accuracy, good
anti-interference, no cumulative error, and a short positioning
period, but the equipment is expensive, and the cost is high
(Jeong et al., 2022). Colombini et al. (2022) proposed a vision-
based positioning method by obtaining images of surrounding
scenes through visual sensors, using some natural or artificial
features in the scenery, and obtaining models of the surrounding
environment through image processing methods to achieve
positioning (Colombini et al., 2022). According to the different
positioning markers, this method can be divided into the
positioningmethod based on road signs and based on white lines.
Due to the limited observation range of general omnidirectional
vision, it is difficult to observe enough positioning marks in
most areas of the site. The CNN has developed rapidly in recent
years. Its excellent performance in image processing has led more
and more researchers to abandon algorithms based on color
segmentation and use CNN to detect balls and goals but still uses
a color segmentation-based algorithm to detect yield lines. The
field line detection algorithm based on color segmentation has a
small amount of calculation and a fast operation speed, but it is
only suitable for the situation of stable lighting conditions, and
the detection effect becomes worse when the lighting conditions
change. The technical committee of the Robo Cup has issued a
notice that the competition venue will be illuminated with natural

light. Therefore, the field line detection effect based on the color
segmentation algorithm will become unstable, and new methods
need to be studied to cope with changes in lighting conditions
and improve the detection stability.

Therefore, in the field detection part of the football robot,
aiming at improving the detection stability, based on the FCN
model, an improvedmodel is proposed for the field line detection
of the football robot. The design idea of the residual network
model is adopted, and the number of network convolutional
layers is increased. The residual structure is introduced to
enhance the ability of the network to extract image features,
and more low-level field line information is incorporated in
the process of upsampling to improve the accuracy of the field
site line.

Theory Basis of DL
The Neuron Model of Neural Network

The principle of DL is to improve the computer performance
from both new data and historical experience after being
input into the computer (Sarker, 2021). The research of DL
algorithms originated from the development of artificial neural
networks, so DL also has the characteristics of neural network
hierarchical structure (Chen et al., 2021). The neural network
model is a model similar to the neural mechanism of the
human brain designed by humans in order to allow computers
to recognize behaviors and understand images and other
complex behaviors. The neural model contains a hierarchical
structure composed of neuron nodes. Neurons are its basic
components. The specific expression of neurons is shown in
Equation (1) (Kuwana et al., 2020).

σw,b(X) = σ

(

WTx
)

= σ

(

n
∑

i=0

wixi + b

)

(1)

In Equation (1), X is the output value; W is the weight; b means
the offset value; n is the number of inputs, i represents the input
sequence number; σ is the output value.

Neurons between different levels are connected through input
and output, and the relationship between output and input is
described by an activation function. In general action recognition
research, choosing a non-linear function as the activation
function is of great significance in solving complex problems in
real life. The more commonly used activation functions include
the hyperbolic tangent function, the step function, the S-shaped
growth curve, modified linear unit, etc. The specific expressions
of these four functions are shown in Equations (2)–(5).

tanh(x) =
ex − e−x

ex + e−x
(2)

Equation (2) is the expression of the hyperbolic tangent function,
and the output value ranges from−1 to 1.

sgn(x) =

{

1, x ≥ 0
0, x < 0

(3)

Equation (3) is the expression of the step function. It can be seen
from Equation (3) that when the input value is less than 0, the
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output of the step function is 0, which means that the neuron has
not received excitation; when the input value is greater than or
equal to 0, the output of step function is 1. It can be seen that
the step function is an idealized expression, and it is used to solve
complex practical problems.

sigmoid(x) =
1

1+ e−x
(4)

Equation (4) is the expression of the S-shaped growth curve
function, and the output value range is between 0 and1.When the
input value of the S-shaped growth curve function has an extreme
value, the gradient of the function approaches 0, which will affect
the back propagation, so it is not suitable for DL.

Relu(x) = max(0, x) (5)

Equation (5) is the expression of the modified linear element
function. The calculation of the modified linear element is
relatively simple, and it has the characteristics of fast derivative
convergence, so it is widely used to study the problem of
gradient disappearance.

The feedforward neural network composed of a certain
combination of multiple neurons is an important part of the
study. The function of the feedforward neural network is to
spread samples. The network structure of the feedforward neural
network has no closed loops and no feedback information in the
forward direction. The specific structure is shown in Figure 1.

Figure 1 shows the three components of the feedforward
neural network, including the output layer, input layer, and
hidden layer. In the figure, ai represents the output of the ith
neuron, and the specific equation expressions are shown in
Equations (6)–(9) (Haldorai and Ramu, 2020).

a
(2)
1 = f

(

H
(1)
11 m1 +H

(1)
12 m2 +H

(1)
13 m3 + c

(1)
1

)

(6)

a
(2)
2 = f

(

H
(1)
21 m1 +H

(1)
22 m2 +H

(1)
23 m3 + c

(1)
2

)

(7)

a
(2)
3 = f

(

H
(1)
31 m1 +H

(1)
32 m2 +H

(1)
33 m3 + c

(1)
3

)

(8)

qH,c(m) = a
(3)
1 = f

(

H
(2)
11 a

(2)
1 +H

(2)
12 a

(2)
2 +H

(2)
13 a

(2)
3 + c

(2)
1

)

(9)

In Equations (6)–(9),m is the input information; H is the weight
parameter; c is the bias parameter; q is the final output result of

the hidden layer, and a(1)i represents the output of ith neuron

node in the lth layer. H(l)
ij represents the weight of the ith node

of the lth layer connected to the ith node of the first layer, and c(l)i
represents the bias parameter of the ith neuron of layer l, and f is
the activation function.

The input weighted sum is introduced to represent the ith
node of the lth layer, and the above equations are simplified to
obtain Equations (10) and (11).

vl = H(l−1)f (v(1−l))+ c(l−1) (10)

al = f (v(l)) (11)

f is the excitation function in Equations (10) and (11).

Next, data update is needed to complete network training. The
update of parameter is performed by the back propagation
method. The loss function expression of the network output layer
is shown in Equation (12).

P(H, c ; m, y) =
1

2

∥

∥qH,c(m)− y
∥

∥

2
(12)

In Equation (12), y is the output result obtained, and P is the
loss function.

The residuals of different nodes are expressed by
Equation (13).

β
(l)
i = (

sl+1
∑

j=0

H
(l)
ji β

(l+1)
i )f ′(v(l)i ) (13)

In Equation (13), s represents the number of nodes in all layers.
The relationship between the loss function and the input value

is expressed as Equations (14) and (15) using residuals.

∂

∂H
(l)
ji

P(H, c ; m, y) = a
(l)
j β

(l+1)
i (14)

∂

∂b
(l)
j

P(H, c ; m, y) = β
(l+1)
i (15)

Equations (14) and (15) express the rate of change of the loss
function to the input.

Finally, the gradient descent method is used to update the
parameters H and c, and equations (16) and (17) are obtained.

H
(l)
ji = H

(l)
ji − α

∂

∂H
(l)
ji

P(H, c) (16)

c
(l)
j = c

(l)
j − α

∂

∂c
(l)
j

P(H, c) (17)

α represents the learning rate in Equations (16) and (17).

Theoretical Basis for CNN and DL

Convolutional neural network is mainly used to extract
feature information. It can effectively combine the training
process and feature extraction, and has good results in image
processing. Figure 2 shows the structure of CNN.

Figure 2 implies that CNN is mainly composed of an output
layer, a fully connected layer, a pooling layer, a convolutional
layer, and an input layer.

The convolutional layer is the core component of CNN and
contains a certain number of convolution kernels. Convolution
is similar to a filtering operation and is mainly used to extract
features. The CNN is an inter-layer structure, which uses neurons
between layers to connect. After the original image is input,
it performs certain operations with the convolution kernel to
output certain characteristic information. The main function
of the pooling layer is to improve the generalization ability of
the neural network model, while preventing the occurrence
of over-fitting. The fully connected layer is usually set at the

Frontiers in Neurorobotics | www.frontiersin.org 5 June 2022 | Volume 16 | Article 867028

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Zhou et al. Usage of Functional Strength Training

FIGURE 1 | Structure of feedforward neural network.

FIGURE 2 | Structure of CNN.

end of the network structure, and the convolutional layer and
the pooling layer are connected to synthesize the extracted
two-dimensional feature vectors and form a one-dimensional
feature vector. Each neuron in the fully connected layer is fully
connected to all neurons in the previous layer to integrate local
information in the network, so it occupies most of the parameters

in the network. In actual use, the fully connected operation
can still be implemented by a convolution operation. The
main difference between the fully connected layer and the
convolutional layer is that the neurons of the convolutional
layer and the input data are locally connected, and the neurons
share parameters.
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TABLE 1 | The specific content of the design system.

Design system module Specific content

Service processing module Training information storage query, identity

information authentication and data

processing

Video image processing

module

Face recognition, motion recognition

system, scoring system

There are many application frameworks for DL. Among them,
the Caffe framework (Somu et al., 2021) can be well combined
with CNN, which is widely used in solving image problems. The
Caffe framework stores data and builds training and network
core units, and finally calculate the loss to get the function of a
given task.

Design of the System of Functional
Strength Training Based on AI
Adopting a client/server architecture, football players’ action
information is collected and transmitted to convert the
information into optical flow diagrams for action recognition,
and finally the analysis results are obtained (Zhang et al.,
2020). Camera equipment is mainly used to capture the action
videos of the players to achieve the purpose of intelligent
functional training for football players. The coach only needs to
analyze the results in the server to get the training effect of each
football player.

The design system includes two modules, the business
processing module, and the video image processing module. The
specific content is shown in Table 1.

Table 1 suggests that the two modules cooperate with each
other to finally complete the intelligent functional training for
football players.

The overall framework of the design system is shown in
Figure 3.

Figure 3 reflects that the program of server-side recognizes
and synchronizes the video data of the football players’ training
actions, and finally obtains the action recognition and feature
extraction of the video data. The client program collects video
data, then accepts the results of data recognition, and finally
displays the training results of each athlete.

The specific workflow chart of the whole system is shown in
Figure 4.

Figure 4 shows that the client has instructions for the training
start. Once the training starts, the client performs camera
shooting and synchronizes the video data to the server. The
server starts the action recognition at the same time. During
the training process, the client can accept user instructions
throughout the entire process to stop training. The server
finally feeds back the results. After receiving feedback, the client
compares the recognition result of the action in the video with the
trainingmode in the database, displays the completion of training
on the client interface, and saves the data (Pareek and Thakkar,
2020).

The main content of the client software workflow is shown in
Figure 5.

Figure 5 presents that the client is composed of five parts. The
client starts to work after receiving the start instruction. After the
training video is obtained, it is synchronized to the server port
immediately. After the server feeds back the recognition result, it
performs real-time show on the client section interface.

The server-side software workflow is shown in Figure 6.
Figure 6 shows that the server-side workflow consists of

six parts. After receiving the video data, the server-side starts
preprocessing the data and extracting feature, then performs
network fusion, and finally feeds back the recognition results to
the client terminal for interface displaying.

Since the time of data transmission of Socket is short and
the amount of data is small, the communication protocol
among the modules in the design system adopts Socket
(Elharrouss et al., 2020).

Based on the above content, the overall communication
connection of the system of functional strength training is
summarized, and the results are shown in Figure 7.

Figure 7 indicates that the overall process of communication
connection of the system of functional strength training
strengthens the connection between the client and the server
segment, which makes the video information processing faster,
and at the same time, the server continues to establish new
threads to ensure a complex client service demand resolution.

Video Action Recognition
In recent years, most research has been inspired by the dual-
stream CNN, which combines the spatiotemporal information
extracted from the Red Green Blue (RGB) image and the optical
flow image of the video, and extracts and recognizes two types
of features from separate CNNs. Finally, video information
generated from the prediction result contains two parts: spatial
information and time information. Compared with static images,
the time series components of video provide additional time-
representing motion information for action recognition. The
spatial information in the video is the position on each frame
of the image, which represents the spatial information, such as
the target and scene in the video; the temporal information refers
to the change between video frames and carries the movement
information of the object between video frames, including the
movement of the camera or movement information of the
target object, etc. The idea of recognizing video action mainly
includes two categories, namely, the method of extracting video
spatiotemporal features for video recognition, and the method
of retraining by using human skeleton node information as
network input data. The system uses the ordinary camera to
collect motion video for recognition, so the dual-stream CNN
is mainly used to extract the temporal and spatial features of
the video for action recognition and analysis. The streaming
CNN is composed of a convolutional network that expresses
two-dimensional information of spatial flow and time-domain
flow. It is used to process the spatiotemporal information of
video data. The design architecture of dual-stream networks
comes from the dual-stream hypothesis in the research of
biological vision systems. Both streams are CNNs with the same
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FIGURE 3 | The overall framework of the design system.

structure. The spatial stream network takes a single-frame RGB
image of the video as input. The decoupling of the spatial stream
and the temporal stream network also enables the use of image
data on large image data sets. The pretraining of the spatial
stream network is used to identify the surface features related
to the action and describe the feature in the spatial domain in
the video. The spatial flow network is the same as the common
static image recognition network, while the network of time flow
inputs multi-frame stacked flow images into the network for
training, and is used to learn the time features contained in the
action, such as the movement and deformation of the target. It
also describes the characteristics of video actions in the time
domain. Using the method of multi-task training to provide two
output layers of softmax for fusion, the output of the softmax
layer is the probability of identifying the action category, and
providing two softmax outputs is equivalent to the process of
regularization. There are two main fusion methods: averaging
and using the softmax layer to retrain a support vector machine
(SVM) classifier for recognition.

This section gives a detailed description of the core of the
research, namely video action recognition. Based on the previous
content, a dual-stream CNN is used to study the recognition of
remote mobilization training actions. Optical flow is the velocity
vector of human motion in the video. The optical flow image
is extracted from the video for data processing and motion
feature extraction.

The most famous methods for calculating optical flow
are the Hom—Schunck algorithm and the Lucas—Kanade

algorithm. The Hom—Schunck algorithm is based on the fact
that the gray level of the object image remains unchanged in
a short time interval, assuming that the velocity vector field
changes slowly in a given neighborhood, and then the calculation
of optical flow under global smoothness constraint of the
optical flow field is proposed. However, due to the smoothness
assumption that the algorithm is based on, the vector estimation
of optical flowmay have a large error in the edge area of the image
or the presence of occluded areas. The Lucas—Kanade algorithm
uses local smoothness constraints, that is, assuming that all pixels
in a small neighborhood have similar motions, and then realize
the estimation of optical flow. Compared with the previous
algorithm, the Lucas—Kanade algorithm is simple to implement,
and it has lower computational complexity. After comparison,
the Lucas—Kanade algorithm is selected to calculate the optical
flow (Pratama, 2021). The specific calculation equation of optical
flow is shown in Equation (18).

DTD
→
w = DT(−c) (18)

In Equation (18), T refers to time; c is a constant term; and D is
a coefficient matrix, w=dy/dt, where y is the ordinate position of
the action. Solving Equations (18) and (19) (Zhao et al., 2021) can
be obtained.
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FIGURE 4 | The specific workflow chart.

In Equation (19), u=dx/dt, F is the brightness, and x is the
abscissa of the position of the action.

Data collection uses Haikang camera equipment to obtain
the video, and then uses the kit for software development of
equipment network to convert the information flow into a
three-color mode, and finally uses a sparse sampling strategy to

process the video information. The collection process of real-time
video stream first needs to initialize the software development
kit (SDK). The device network SDK is developed by Haikang
based on the communication protocol of private networks. It
is a supporting module for network hard disk recorders, video
servers, network cameras, and other products. It can be used for
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FIGURE 5 | The client software workflow.

remote visit equipment and conduct secondary development. It
could verify and login by setting the Internet Protocol (IP),
port number, and other information of the webcam; then real-
time video preview could be realized by setting the playback
channel, video stream types, connection methods, and other
information. It could be realized that the real-time video stream
acquisition is done through the playback callback function; in
addition, setting the connection timeout, reconnection time, and
abnormal state callback functions need to be done; finally, the
SDK is called to convert the obtained real-time video stream
into Red, Green, Blue, Alpha (RGBA) data, and the entire video
stream collection is completed. After using the Haikang camera
to obtain the real-time video stream, the data transmission
module on the client end will synchronize the video stream
data frame by frame to the server-side program for processing,
and save it as a video file in the client hard disk at the
same time.

Based on the previous content, the image data set the size of
the input training of the network design as 224 × 224. Through
the first layer of convolution conv1, the size of the convolution

kernel is set to 7 × 7, and the step size is set to 2, with a total of
96 convolution kernels, outputting 96 feature maps of 112× 112
size. After the pooling operation, 96 feature maps with a size of 56
× 56 are output. Then through the second layer of convolution,
conv2, the size of the convolution kernel is set to 5 × 5, and the
step size is set to 2, and a total of 25 convolution kernels and
256 feature maps with a size of 28 × 28 are output. After the
pooling operation, 256 14 × 14 feature maps are output. Then
through the third layer of convolution, conv3, the fourth layer
of convolution, conv4, and the fifth layer of conv5 are output. If
the size of the convolution kernels of the three layers are all 3
× 3, the step size is also 1, and the number is also 512, so that
after the last three layers of convolution, 512 14 × 14 feature
maps are output. Then, after the pooling operation, 512 7 × 7
feature maps are output. Finally, through the two fully connected
layers, full 6, full 7 (global average pooling avg pool), and the final
Softmax, the output is obtained as a 1 × 1 × 101 or 1 × 1 ×

51 vector. The main content of the functional training database
for football players involved in this study is shown in Table 2

(Cournoyer et al., 2021).
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FIGURE 6 | The server-side software workflow.

Table 2 presents that the functional strength training of
football players is mainly carried out from the aspects of jumping
strength, kicking strength, and competing strength. The training
video in the database of this design system is obtained by
referring to the current football player training video. After
obtaining the real-time video, the computer is used to compare

the training actions in the video with the actions in the database
to obtain the quantified scores of speed and strength.

Based on the above content, the overall architecture of the
network model of action recognition is given here, as shown in
Figure 8.

As Figure 8 suggests, a time-segmented CNN is used based
on a sparse sampling strategy. The time-segmented CNN is used
to segment the entire video and sparsely sample short segments
from it as the network input. The temporal characteristics
of optical flow images and the spatial characteristics of RGB
images are extracted to perform action recognition. The time
segmentation CNN first divides a video containing an action into
several equal parts, and then randomly extracts a short sequence
from it, so that the short segment generated by its sampling
can effectively express the motion information in the entire
video. For each sampled segment, feature extraction is performed
through a dual-stream CNN. The temporal stream network
captures the temporal structure information of the video and
the spatial appearance information of the image captured by
the spatial stream network, and it generates a corresponding
dual-stream network prediction for each short segment. Finally,
an aggregation function is used to fuse the characteristics of
time flow and spatial flow network as the recognition result of
the whole video. This method can effectively extract the long-
term information of the entire video, which is more accurate
and effective than the recognition method by densely sampling
the entire video segment and does not increase the calculation
cost. In the learning process, the loss value of the entire video
prediction is optimized through the iterative update parameter
calculation to realize the end-to-end network training process.

The application of the research system to the speed and
strength of football players will also be reflected by a scoring
system. The scoring system is based on video recognition.
After comparing and analyzing the standard data in the video
recognition system, the scoring system will score the athletes’
movements according to the differences in their movements.
Since the improvement of the speed and strength of football
players will be reflected in the performance during the game, the
scoring systemmainly deducts in accordance with the foul action
of the players. The systemwill give the detailed foul or unqualified
actions of the football player for reference and promotion.

Under the premise of using the action recognition system to
identify the result of foul action, Harris3D operator is used to
establishing the potential function of the foul action sequence,
which provides support for foul action feature extraction. By
Harris3D operator, the foul action is mined; the spatiotemporal
interest points of each different foul action are extracted in
the image; the features of gradient histogram and streamer
direction histogram are obtained, which are divided into 72-
dimensional and 90-dimensional images, respectively. Fusion
gradient histogram and the streamer direction obtain a 162-
dimensional feature vector based on the histogram, which
constitutes the underlying feature of the foul action and selects
the key skeleton points of the football player. According to the
characteristics of human body structure, the football player’s
body is divided into seven local reference points: shoulders, left
and right arms, left and right legs, and left and right feet. The
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FIGURE 7 | The overall communication connection of the functional strength training system.

shortest Euclidean distance between each point of interest in time
and space of the foul action and the local reference center point
is shown in Equation (20).

n =
argmin

√

(

ai − xj
)2

+
(

bi − yi
)2

(

xṅ, yn
) (20)

In Equation (20), n represents the local reference center human
body range mark, which is called the spatiotemporal interest
point range. It is divided into 7 regions according to the
local reference point; (xj, yj) represents each spatiotemporal
interest point.

The foul action set time and space interest points are divided
into three levels, which are the characteristics of all foul actions
of football players; the corresponding foul action features of the
shoulder, left and right arms, and left and right legs; the foul

action characteristics of the shoulder, left and right arms, left
and right legs, and left and right feet. Using K-means to cluster
the bottom foul action features, the number of cluster centers is
K, and K×162-dimensional foul action images are obtained. At
the same time, three levels of foul action images in seven areas
are generated, and the T frame of the foul action in each area
is defined as a foul action spatiotemporal action module, which
represents a certain part of the foul action feature of a football
player. The number of overlapping frames of two foul action
image units is T/2, and all action units in each foul action image
are organically synthesized to obtain a spatiotemporal foul action
unit sequence with a length. When comparing the sequence data
extracted from standard actions and actions of football players,
since everyone’s action sequence time is not necessarily the same,
the direct use of conventional distance comparison methods,
such as Euclidean distance will result in poor scoring accuracy,
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TABLE 2 | Actions of functional training database.

Functional strength

training method

Specific requirements

Jumping power In groups of three, tie sandbags on your legs to

fight for the top ball

Kicking strength After finishing the forward roll, jumping the low

hurdle and drilling the high hurdle, sprint and

shoot

Power in competition Two football players cooperated, one dribbled

the ball quickly, and the other made a tackle.

After the tackle was completed, he quickly got

up and chased the ball

Starting force in running In groups of 10 people, after hearing the

whistle, they began to sprint 100 meters

Leg strength In groups of two, one person throws a solid ball

to the other party, and the other party passes it

back with his feet after receiving the ball

so this method of sequence comparison is adopted to match the
dynamic time warping (DTW) algorithm.

Simulation Experiment of Intelligent
System of Functional Strength Training
It can be seen from Figure 8 that after the video segment is input
to the algorithm, the tricolor mode image and the optical flow
image are first extracted (Fan et al., 2020), and then combined
with the commonality of the segment to classify the video action,
and finally the video recognition result is obtained.

The feature fusion method is convolution fusion, and the
fusion is achieved through the combination of two CNNs after
feature extraction. The dual-stream fusion adopts pooling and
three-dimensional convolution.

Shen et al. (2019) proposed a method for mining the text
of two-layer concept link analysis. Based on this, a data set is
selected. The data set contains 4,800 videos with a resolution
of 320× 240, and the duration of each video action is 3–9 s, 25
frames per second. The content of the videos are presented in
Table 2. First, the grid training of the gradient descent algorithm
is performed, the parameters are set to a momentum of 1.0, and
the batch size is 256 (Wang et al., 2019). The parameters of the
dual-stream network set as the initial weight of time flow is 0.01,
and the space flow is 1. Three methods are used for experimental
verification, namely, time flow, and space flow network zeroing
training, the CNN of only pretraining the space flow, and
initializing the time flow network using the tricolor mode to
compare the recognition effect of the dual-stream CNN. On this
basis, the commonly used quantity set is introduced, and the
recognition effect between the algorithm designed herein and
other common algorithms under the two kinds of quantity sets
is compared.

Finally, the practicability and reliability of the entire system
are verified. About 20 football players are selected to collect and
verify 5 training actions. Finally, the best result of each recognized
action is selected. The recognition accuracy greater than 90%

is considered an excellent one. If the recognition accuracy is
between 85 and 90%, it is good (Gong et al., 2019).

Due to the addition of a scoring system in the experiment,
the performance of football players will be reflected in
scores. The scores under the traditional training mode are
counted by the manual score of the football team coach,
and the training system with AI is scored by the computer
system. The training improvement is reflected by the football
action score improvement rate before and after the use of the two
training modes.

The operating system of the experimental environment adopts
the operating system (CentOS) Linux release 7.3.1611, the central
processing unit (CPU) adopts Intel Xeon E5-2680 v2. It has
the memory capacity of 128 Gigabytes (GB), double data rate
(DDR) of 2 2,400/3,200MHz, and hard disk capacity of 512
GB+4 Terabyte (TB). The graphics processing unit (GPU) used
is GeForce Giga-Texel (GTX) Titan V.

The Algorithm Design Effect Is Compared
With Traditional Training
Since the purpose is to compare with traditional strength
training to improve the speed and strength of football players, a
comparative experiment is carried out here. About 20 athletes are
selected and divided into two groups. They are given a traditional
functional strength training for a week, and based on that,
an algorithm has been designed herein. Finally, the speed and
strength results of the two groups before and after training are
tested. The intelligently trained athletes are scored by statistics,
and the ability of athletes under traditional training are scored by
coaches. Five kinds of action are set up to improve the speed and
strength of athletes.

The learning of network parameters is realized by a small
batch of gradient descent algorithms, with batch size set to 256
and momentum set to 0.9. Gradient descent in small batches can
be accelerated by the calculation of matrices and vectors, and the
variance of updated parameters are reduced to obtainmore stable
convergence. Using a batch each time can reduce the number
of iterations of convergence, and at the same time make the
result of convergence closer to the effect of gradient descent. For
the traditional descendent gradient algorithm, if the functional
plane of the actual objective is a partially concave surface, then
a negative gradient will make it point to a steeper position. This
situation near the local optimal value of the objective function
will slow down the convergence speed. At this time, it is necessary
to give the gradient a momentum, so that it can jump out of
the local optimum and continue to optimize in the direction
of the gradient descent, so that the network model can more
easily converge to the global optimum. For the time segmentation
dual-stream network used in this system, the initial weight of
the spatial stream convolutional neural network is set to 1, and
the initial weight of the time stream convolutional network is
set to 1.5. The learning rate for the network training is set
smaller: the initial value of the spatial flow of CNN is set to
0.01, and is adjusted to one tenth for every 2,000 iterations;
the initial value of the time flow of CNN is set to 0.005, and
is adjusted to one-tenth after 12,000 and 18,000 iterations of
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FIGURE 8 | The overall architecture of the network model of action recognition.

network parameters. In addition, the total time-consuming data
training are as follows: the spatial streaming network requires
about 2 h; the time streaming network requires about 11 h.

There may be a risk of overfitting when deep CNN is used for
network training. In order to further alleviate this problem, three
network training strategies are used here to compare the ability
to alleviate the risk of overfitting. The first method is to train the
spatial stream and time stream network directly from scratch by
using the Gaussian distribution to initialize the CNN parameters,
without any other means of pretraining processing; the second
method is to perform the pretraining processing for convolving
the spatial stream CNN. Since the spatial stream convolutional
network only uses RGB images as the network input data, the
convolutional network can be pretrained through the Image Net
image database, and the pre-rained network parameters are used
as the initial parameters of spatial stream network; the third

method is the pretraining processing method of the cross-input
model that initializes the time flow network with the RGBmodel,
while still initializing the Image Net data set as the pretraining
input data of the spatial flow network. First, the image pixels are
deep CNN discretized at the interval of [0, 255] through linear
changes of optical flow characteristics, so that the range of the
optical flow image is the same as the RGB; then the mapped
image is input to the spatial flow convolutional network for
training, and then the preprocessing is performed. The weights
of the first convolutional layer of the trained spatial stream
convolutional network model are averaged, and the average value
is copied according to the number of input channels of the time
stream convolutional network. The time-splitting dual-stream
network divides the input video sequence into three segments
for processing. Therefore, the average value is used as the initial
weight of the three channels of the time flow network for training.
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FIGURE 9 | The model before and after improvement.

Field Line Detection for Football Robots
Based on the previous content, combined with CNN for yield
line detection, but the extraction ability of traditional FCN
model is weak, so it needs to be improved. By increasing the
number of convolutional layers, introducing residual structure,
constructing residual blocks, and enhancing the model feature
extraction ability, the accuracy of field line detection is improved
finally. After the residual structure is introduced, the input
feature of each convolutional layer is the sum of the input
and output features of the previous convolutional layer, so each
convolutional layer can extract more features, which is more
conducive to improving the detection accuracy. Residual block
refers to a residual structure containing multiple consecutive

convolutional layers, that is, a direct correlation channel is
introduced between the input of the first convolutional layer
and the output of the last convolutional layer, so that the input
features of the residual block are directly added to the output
features as input features for the next convolutional layer or
residual block. Themodel before and after improvement is shown
in Figure 9.

In Figure 9, compared with the FCNmodel, the convolutional
layers of the improved model are increased from 15 to 34, and
the convolutional layers are constructed into 4 residual blocks,
which improves the ability of feature extraction. In the residual
block, a convolutional layer with a stride of 2 is used to replace the
pooling layer for downsampling. In the process of upsampling,
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FIGURE 10 | Comparison of recognition effects of CNN under different training methods.

a cross-layer connection structure is used to fuse the output
feature maps of all residual blocks to make the final detection
result more refined, and the field line detection can be performed
more accurately.

The evaluation index of the field line adopts the average pixel
precision P and themean intersection over Union (MIoU)Q, and
the specific calculation is shown in Equations (21) and (22).

P =
1

k+ 1

k
∑

i=0

∑k
i=0 Pii

∑k
j=0 Pij

(21)

Q =
1

k+ 1

k
∑

i=0

Pii
∑k

j=0 Pij +
∑k

j=0 Pji − Pii
(22)

In Equations (21) and (22), k+1 is the number of categories
(including 1 background class); Pii indicates the point that is
correctly predicted; Pij means that the pixel marked as class i
is predicted to be the pixel of class j; Pji denotes that the pixel
marked as class j is predicted to be pixels of class i.

In the experimental field, three lighting conditions are set,
namely, lighting, sufficient natural light, and insufficient natural
light. The average pixel precision andMIoU of field line detection
between the color segmentation model and the improved model
are compared under different lighting environments, and the
average pixel precision and MIoU of the FCN model and
the improved model are compared. Finally, the continuously

running time of three models is compared, and the model uses
100 images of the research area.

ANALYSIS OF INTELLIGENT DETECTION
RESULTS OF FUNCTIONAL TRAINING
INTELLIGENT SYSTEM AND FOOTBALL
ROBOT

Analysis of Functional Training Results
Based on the previous content, a comparison of the recognition
effect of CNN under different network training methods is
obtained, as shown in Figure 10.

Figure 10 displays that under different training methods, the
recognition effect of CNN is somewhat diverse. Among them,
the dual-stream network has the best effect, with a recognition
rate of 92.8%. On the whole, the recognition rate of the time-
stream network is lower than that of the Shuangliu network,
and its highest rate is 88%; the recognition rate of the spatial
stream network is the lowest among the three comparisons,
which is 86.5%. The overall recognition rate of the network under
the three training methods is sorted from large to small, cross
mode initialization, spatial flow pretraining, and training from
the scratch. Analysis of the reason for this phenomenon is that
the feature recognition dimension of the dual-stream network is
higher, and the coverage is more comprehensive, and the single
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FIGURE 11 | Comparison of recognition effects among different algorithms.

network recognition often has only one dimension. The method
of training from scratch is prone to overfitting when the data
set is small, so the recognition rate is the lowest among the
three training methods, and the spatial flow pretraining method
can reduce the risk of overfitting to a certain extent, and the
training method of crossover mode could reduce risks to the
largest extent. It can be seen that the design algorithm is more
feasible.

After the introduction of common quantity sets, the
processing results of common algorithms for the two kinds of
quantity sets are shown in Figure 11.

Figure 11 shows that in the processing of the data set, the
four algorithms have different effects on the video set selected
from herein and the common video set. The processing power
of the data set herein is stronger than that of the common video
set. The recognition rate of the time-divided dual-stream fusion
network is the highest, reaching 92.8%. The recognition rate of
the time segmentation network is second only to the network
designed herein, which is 90.9%. The recognition rate of the basic
dual-stream network is 88.6%, and the recognition rate of the
3D convolutional neural network is the lowest, just 86.2%. When
analyzing the reasons, it can be seen that the commonly used data
set has a large amount of data, so the processing effect is poor. The
time-divided dual-stream fusion network can sample efficiently,
and other algorithms are prone to excessive information due to a

long time for sampling. The algorithm designed herein is highly
reliable.

On the basis of Table 2, the recognition accuracy of the five
actions of this design system is compared, and the results are
shown in Figure 12.

Figure 12 demonstrates that under the intelligent training
system, the recognition accuracy of different actions is high, and
the highest is that of jumping actions, reaching 97.6%, and the
recognition accuracy of kicking actions is 94.5%. Grabbing action
is 92.5%, starting action is slightly lower, reaching 89.8%, and that
of passing action is 91.3%. It can be seen that the recognition
accuracy is beyond the good level. Except for the recognition
accuracy of the starting movement, others are all at an excellent
level. The analysis shows that when the 10-person group set up
starts, the overlap rate of the athletes in the video is relatively
high, so the system identification is more difficult. The intelligent
training system can meet the design requirements.

Finally, the results of the functional strength training of the
athletes under the AI system are counted, and it is compared with
the scores under the traditional training methods. The results are
shown in Figure 13.

Figure 13 shows that the upgrade rate of speed and strength
under intelligent training is higher than that under traditional
training. The maximum upgrade rate of intelligent training is
25.7%, which is the improvement of passing ability, and the
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FIGURE 12 | The recognition accuracy of different actions.

FIGURE 13 | Comparison of training results.
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FIGURE 14 | Performance comparison of color segmentation model and improved model.

FIGURE 15 | Performance comparison of the models [(A) The comparison between the FCN model and the improved model, (B) The comparison of running time of

the three models].

minimum is 18.6%. For the improvement of jumping ability,
the highest upgrade rate of traditional training is the ability
to compete for the ball, which is 19.6%, and the lowest is

the improvement of jumping ability, which is 10.3%. Since
intelligent training strengthens the autonomy of football players,
the upgrade rate increases rapidly. The experiment is set for 1
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week, but it takes a long time for the training of jumping ability to
be effective. Therefore, the upgrade rate of jumping ability in the
two training groups is low. In summary, the intelligent training
system has a strong applicability.

Analysis of Field Detection Results of
Football Robots
The average pixel precious P and MIoU Q of the color
segmentation model and the improved model under different
lighting are shown in Figure 14.

Figure 14 indicates that the P of the improved model exceeds
90%, especially under insufficient natural light, the P of the
improved model is 93.7%, while the average pixel accuracy of
the color segmentation model under insufficient natural light is
45%. The Q of the improved model is about 89% in the three
lighting modes, and the Q of the color segmentation model is
larger in different lighting modes. It refers that the improved
model algorithm has better stability.

The performance comparison of the color segmentation
model, the FCNmodel, the improvedmodel, and the comparison
of the running time of the three models are shown in Figure 15.

Figure 15A shows that the P and Q of the improved model
are higher than those of the FCN model. Due to the weak feature
extraction ability of the FCN model, it is easy to be interfered
by other nonsite line objects in the field line recognition, and
the detection results are not accurate enough. In contrast, the
improved model can complete the yield line detection more
accurately due to its strong feature extraction ability. Figure 15B
shows that the improved model takes the longest time due to the
larger amount of computation, but the detection effect is good,
the accuracy is high, and the detection speed basically meets the
requirements of the competition.

CONCLUSION

To improve the effectiveness of functional strength training for
football players and the field detection stability of football robots,
first the DL and human action recognition are combined under
the background of AI to study intelligent training methods
suitable for football players. Second, a functional strength
training system is established by combining time flow and spatial

flow networks. Based on CNN, an improved yield detection
method is designed. Finally, the application ability of the system
is evaluated. The results manifest that the intelligent training
system is feasible, and the designed football robot has high field
detection accuracy. The research provides a reference for the
intelligent training of football players and the development of
football robots. The training system will be mainly used for
football training in schools and clubs to realize the autonomy and
intelligence of football training and provide a certain reference
for improving the overall level of football players in China.
Field detection of football robots can be used in football robot
games. But there are some drawbacks. There are few statistics
about different actions in football in the dataset, and the main
limitations are not to study the positioning of football robots. In
the follow-up research, these two parts will be deeply analyzed
to make the research content more comprehensive. The practical
application value of research is that after further improvement,
it will be expected to promote the level of football training
in colleges and universities, and improve the level of football
capabilities of the young players.
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