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Abstract

Introduction

Tibial stress fractures are a common overuse injury resulting from the accumulation of bone

microdamage due to repeated loading. Researchers and wearable device developers have

sought to understand or predict stress fracture risks, and other injury risks, by monitoring the

ground reaction force (GRF, the force between the foot and ground), or GRF correlates

(e.g., tibial shock) captured via wearable sensors. Increases in GRF metrics are typically

assumed to reflect increases in loading on internal biological structures (e.g., bones). The

purpose of this study was to evaluate this assumption for running by testing if increases in

GRF metrics were strongly correlated with increases in tibial compression force over a

range of speeds and slopes.

Methods

Ten healthy individuals performed running trials while we collected GRFs and kinematics.

We assessed if commonly-used vertical GRF metrics (impact peak, loading rate, active

peak, impulse) were strongly correlated with tibial load metrics (peak force, impulse).

Results

On average, increases in GRF metrics were not strongly correlated with increases in tibial

load metrics. For instance, correlating GRF impact peak and loading rate with peak tibial

load resulted in r = -0.29±0.37 and r = -0.20±0.35 (inter-subject mean and standard devia-

tion), respectively. We observed high inter-subject variability in correlations, though most

coefficients were negligible, weak or moderate. Seventy-six of the 80 subject-specific corre-

lation coefficients computed indicated that higher GRF metrics were not strongly correlated

with higher tibial forces.
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Conclusions

These results demonstrate that commonly-used GRF metrics can mislead our understand-

ing of loading on internal structures, such as the tibia. Increases in GRF metrics should not

be assumed to be an indicator of increases in tibial bone load or overuse injury risk during

running. This has important implications for sports, wearable devices, and research on run-

ning-related injuries, affecting >50 scientific publications per year from 2015–2017.

Introduction

Tibial stress fractures are a common type of overuse injury, associated with the accumulation

of bone microdamage due to repeated submaximal loading that causes mechanical fatigue

[1,2]. There is a high prevalence of tibial stress fractures in military recruits [3], recreational

and elite runners [4,5], and other athletes [6–8]. Tibial stress fractures result in pain, healthcare

costs and reduced physical activity [8,9]. Moreover, because recovery from tibial stress fracture

typically requires rest and/or ankle immobilization (often for 6–12 weeks), this injury com-

monly results in missed work, decreased productivity, and physiological distress [10].

Factors that influence bone stress injury risk include the bone load intensity (magnitude,

direction and duration of load), the rate of bone remodeling (influenced by length of activity

and length of rest), and intrinsic factors (age, gender, bone density, geometry, mineral content,

etc.) [11]. One potential way to reduce the incidence of bone stress injuries may be to monitor

one or more of these risk factors in daily life, use bone fatigue models to estimate the damage

accumulation, and then preemptively alert individuals of excessive damage accumulation. This

approach might empower individuals, for instance runners, to modify training and allow the

bone time to remodel and recover before an injury occurs. The challenge lies in how to imple-

ment this preventative solution, since direct measurements of bone load intensity, bone

remodeling, and intrinsic factors are impractical in daily life. In the context of tibial stress frac-

tures, monitoring load intensity might be realized via indirect estimates: using wearable sen-

sors that are capable of estimating tibial bone force.

In the scientific literature, a number of lab-based motion analysis studies have sought to

understand and predict overuse injury risks (to the tibia and other internal structures) by

monitoring ground reaction force (GRF), as measured by a force plate under the foot [12,13].

Increases in GRF metrics are routinely assumed to reflect increases in internal structure load-

ing (e.g., tibial bone loading). In an attempt to apply this approach outside of the laboratory, a

growing number of consumer wearable devices–targeted largely towards runners and ath-

letes–have been developed that use sensors capable of capturing features or correlates of the

GRF. Commonly, wearable devices use one or more of the following: (i) pressure-measuring

insoles, which capture localized forces acting normal to the surface of each sensor, and can be

summed to estimate a component of the GRF, (ii) accelerometers mounted on the foot or

shank, which can provide a correlate of GRF impact peaks [14,15] or loading rates [16], or (iii)

accelerometers mounted on the pelvis, which can be analyzed to approximate the GRF active

peak that occurs in midstance of running [17,18]. Commercial wearable devices then attempt

to use these GRF-correlated signals to provide musculoskeletal loading or injury risk feedback

to the user.

One limitation of current wearable devices (i.e., research and consumer wearables), as well

as with the scientific running literature motivating them, is that they aim to understand, pre-

dict or prevent overuse injury risks solely by monitoring GRFs (or GRF correlates). However,

GRF metrics are not correlated to tibia load during running
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GRF (the force between the shoe and the ground) is not the force experienced by structures

inside the body, such as bones, muscles or joints [19–23]; and therefore GRF is not necessarily

reflective of the actual repetitive loading that causes overuse injury to these internal structures.

From a biomechanical perspective, there are several reasons why monitoring GRF to under-

stand tibial bone loading or risk of tibial stress fracture is potentially problematic, a few of

which are summarized below.

First, the load on the tibial bone is generally much larger than the GRF. This is because the

vast majority of bone loading is due to muscle contractions during locomotion, not due to

GRF; a fundamental insight derived from the work of Giovanni Borelli in the 17th century

[19]. During running, peak GRFs are typically 2–3 times body weight, whereas peak forces on

the distal end of the tibia are typically 6–14 times body weight, as evidenced by gait analysis

([21,23], Fig 1A) and modeling studies [20,24]. Likewise, a cadaver study that simulated walk-

ing using a robotic gait simulator found peak GRFs of 1.1 times body weight, measured with a

force platform under the foot, and peak tibial compression force of 4.1 times body weight,

measured with a force transducer directly in series with the tibia [22].

Second, peaks in GRF often do not coincide temporally with peaks in bone force. A GRF

peak in running and jump landing often occurs at foot contact (impact peak), but tibial bone

loading is typically small at this time. This is evidenced by in vivo bone stress and strain mea-

surements [27], instrumented cadavers [22], musculoskeletal models [20], gait analysis studies

[21,28] and data from instrumented joint implants [29]. Peak tibial load in running generally

occurs later in the movement cycle, near midstance, and is closer in timing to (though not nec-

essarily coincident with) the second peak of the GRF (often termed active peak). In the triple

jump, two peaks in ankle joint (distal tibia) contact force have been estimated to happen at

very different times than the impact and active peaks in the vertical GRF during the hop phase,

due to muscle forces around the joint (Fig 1B, [25]).

Third, increases in tibial bone forces can occur without increases in GRF [30]. For example,

standing flat-footed vs. standing on one’s toes results in the same GRF magnitude, but the lat-

ter can have much higher bone force due to calf muscle forces (Fig 1C, [26]). The GRF and tib-

ial force are related through equations of motion [20,21] which depend on other time-varying

factors such as the center-of-pressure under the foot, segment orientations, muscle contraction

forces, and the direction of the GRF vector. There may be a subset of activities when increases

in GRF metrics are indicative of increases in tibial bone loading; however, this is only expected

in very special cases (e.g., if all the other terms in the equation of motion are constant, or nearly

constant, or if changes in terms uniquely offset each other as to have negligible effect on total

bone loading for a given subset of activities).
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Fig 1. Examples of GRFs vs. tibial bone loading. (A) Tibial bone compression force (green) is much larger than GRF (blue) during running due

to forces from muscle contractions (red); adapted from [21]. Forces are reported in body weights (BWs). (B) Peaks in tibial force (at the ankle

joint, green) do not temporally coincide with peaks in GRF (blue) during the triple jump; adapted from [25]. Note, the GRF impact peak is not

depicted here because it was not reported in this prior study, but it would have occurred at 0% of the cycle. (C) Standing flat footed vs. standing

on one’s toes results in the same GRF (blue), but different tibial forces, due to calf muscle contraction force (red) [26].

https://doi.org/10.1371/journal.pone.0210000.g001
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Despite these limitations, the use of GRF metrics (e.g., peaks, loading rates) or correlates

from wearable sensors (e.g., tibial shock) remains popular amongst researchers and commer-

cial device developers aimed at identifying and reducing overuse injury risks. The advantage of

using GRF metrics is that they are easy to measure non-invasively in the lab using force plates,

or outside the lab with portable wearable devices (which are relatively cheap and easy to inte-

grate into shoes and clothing). However, a key question remains unanswered: is running a spe-

cial case, such that increases in GRF are strongly correlated with increases in tibial bone load?

If so, then GRF metrics (or GRF-correlates from pressure-insoles or accelerometers) may

indeed serve as a useful tool for monitoring tibial bone loading changes during running, sup-

porting the approaches currently used in scientific research and commercial wearable devices.

If not, then it would dissuade the use of GRFs as a surrogate for tibial bone loading, and sug-

gest the need to move beyond GRF measures (and GRF-correlates) alone in order to effectively

monitor overuse injury risks in daily life. The purpose of this study was to determine if higher

GRFs were indicative of (i.e., strongly correlated with) higher tibial bone loads when running

over a range of speeds and ground slopes. Because of the complex relationship between GRF

and internal bone loading, we hypothesized that increases in common GRF metrics (impact

peak, loading rate, active peak, impulse) would not be strongly correlated with increases in tib-

ial bone load metrics (peak force and impulse) across this range of running conditions (i.e.,

r<0.8).

Methods

Ten healthy subjects participated who each reported that they run a minimum of 10 miles per

week (5 male, 5 female; age: 24±2.5 years; height: 1.7±0.1 m; mass: 66.7±6.4 kg). All subjects

gave written informed consent to the protocol, which was approved by the Institutional

Review Board at Vanderbilt University.

We selected a subset of running conditions that a recreational runner might encounter on a

daily run. A fully comprehensive condition set (i.e., all plausible combinations of speed,

ground slope, step frequency, footstrike pattern, footwear, terrain stiffness, fatigue level, etc.)

was not feasible to test in lab. Thus, we had to select a subset of conditions to explore. We note

that typical speeds and slopes will be different for each individual runner and across different

runs/days (based on their fitness, training environment, etc.). Since there are no definitive cri-

teria by which to select the subset of conditions, we chose a range of speeds and slopes that we

felt was reasonable, practical and relevant based on the recreational runners we planned to test

(Fig 2A). In an effort to maximize generalizability, each runner performed the same set of con-

ditions. At slower speeds (2.6–3.0 m/s), we swept across the broadest range of slopes, from -9

to +9 degrees (Fig 2A). The highest speeds (3.4–4.0 m/s) were only performed on level ground

to ensure all runners could complete the same conditions, to help limit the total number of

conditions and to mitigate confounds due to fatigue (which we considered an interesting but

separate investigation). Subjects wore their own personal running shoes. Each condition was

performed on a treadmill for at least 30 seconds; ~10 seconds to adjust to the speed and slope,

then data were recorded for 20 seconds. Breaks were taken between trials to adjust the tread-

mill slope, or if the subject requested a break for any reason.

We collected lower-limb kinematics and GRFs (Fig 2B). Kinematics were collected at 100

Hz (Vicon), then low pass filtered at 10 Hz (3rd order, zero-lag Butterworth). Four markers

were placed on each segment (thigh, shank, foot), 2 on the lateral and medial femoral epicon-

dyles, and 2 on the lateral and medial malleoli. Functional joint centers, segment angles, and

joint moments were computed using C-Motion Visual3D software. The GRFs under each foot

were collected at 1000 Hz using a force-instrumented treadmill (Bertec). The GRFs were low-

GRF metrics are not correlated to tibia load during running
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pass filtered at 15 Hz (3rd order, zero-lag Butterworth) prior to computing inverse dynamics,

similar to [31]. However, to avoid smoothing out GRF impact transients, these data were low-

pass filtered at 45 Hz (3rd order, zero-lag Butterworth) for extracting GRF metrics, similar to

[32]. For each trial, individual stance phases were parsed out, outcome metrics (as detailed

below) were computed on a step-by-step basis, and then averaged.

We computed four vertical GRF metrics that are commonly reported in the running litera-

ture, with vertical defined with respect to the absolute lab reference frame (i.e., parallel to the

gravity vector): Fvgrf,active (vertical GRF active peak), Fvgrf,impact (vertical GRF impact peak),

VALR (vertical GRF average loading rate) and Jvgrf (vertical GRF impulse) (Fig 3A). Fvgrf,active

was defined as the maximum vertical GRF during 40–60% stance. Fvgrf,impact was defined as

the local maximum peak of vertical GRF between foot contact and Fvgrf,active. Foot contact was

defined as when vertical GRF increased above 20 N. If an impact peak was absent in more than
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Fig 2. Summary of methods. (A) Each subject performed 30 running trials at a combination of speeds and slopes. (B) Experimental protocol involved

subjects running on a force-instrumented treadmill while GRFs (blue vector) and lower-limb kinematics were recorded (white circles represent motion

capture markers).

https://doi.org/10.1371/journal.pone.0210000.g002
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https://doi.org/10.1371/journal.pone.0210000.g003
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half of the gait cycles for a trial, then average Fvgrf,impact was not calculated for that running

condition. The number of running conditions for which a subject did display an impact peak

in more than half the gait cycles was also recorded. The VALR was estimated as the change in

vertical GRF for the first 25 ms after reaching a threshold of 50 N, a method that does not rely

on the presence of an impact peak [33,34]. Jvgrf was calculated as the time integral of the verti-

cal GRF over stance.

Tibial bone load over the stance phase of gait was calculated as the longitudinally compres-

sive force on the distal end of the tibia, a common location for stress fractures in runners [35].

The total force on the ankle (i.e., distal tibia) was calculated using a lower limb model, similar to

prior studies (e.g., [21]): by summing the net force on the ankle (Fext) plus an estimate of force

from the calf muscles generating torque about the ankle (Fint). Ankle force was assumed to be

indicative of tibial bone loading [36]. Net force on the ankle was estimated as the 3D GRF pro-

jected onto the long axis of the tibia, estimated as the vector connecting the ankle joint to the

knee joint. In this calculation, foot mass and inertia were assumed to be negligible to avoid

underestimating contributions from the GRF due to measurement errors in modeling or track-

ing foot segment motion; though net ankle force estimates using an anthropometric foot mass

are very similar (typically within ~0.1 body weight based on an informal sensitivity analysis of

our own data). Calf muscle force contribution was estimated as the sagittal plane ankle moment

divided by the Achilles tendon moment arm, assumed constant (5 cm, [37,38]). We used this

simplified model because it has been previously shown to yield Achilles force estimates during

running that were similar to Achilles force estimates from a musculoskeletal model using 300

muscles with static optimization that minimized sum of muscle forces (e.g., peak tendon forces

within ~4%, [39]). Studies that included other muscle groups when estimating tibial compres-

sion found a small tibial compressive force contribution from dorsiflexors (<0.5 body weight,

[20,24]), but this force only existed for 0–20% and 90–100% stance, and a small compressive

force contribution from other plantarflexors (<0.35 body weight, [20]). The lower limb model

used has produced results that are qualitatively consistent with in vivo tibial strain measure-

ments [27] and direct tibial bone load measurements in cadavers [22].

We then computed two tibial bone load summary metrics: Ftibia,max (maximum tibial com-

pression force), Jtibia (tibial compression force impulse) (Fig 3B). Ftibia,max was defined as the

peak tibial bone force over stance phase. Jtibia was calculated as the time integral of the tibial

bone force over stance. These metrics were selected because of their relevance to the load

intensity (magnitude and time duration of loading): maximum force magnitude is relevant to

cyclic fatigue and force impulse is relevant to creep damage accumulation or cumulative load

over time or distance [1,40–46].

The Pearson correlation coefficient (r) was computed for each GRF metric versus each tibial

force metric on a subject-by-subject basis across all running conditions. The inter-subject

range of correlation coefficients was identified and average correlation coefficients across sub-

jects were computed using Fisher’s z transformation [47]. Force data were normalized by sub-

ject body weight for reporting purposes. A strong positive correlation was defined here as

r�0.8, moderate positive correlation as 0.5�r<0.8, weak positive correlation as 0.3�r<0.5, neg-
ligible correlation as -0.3<r<0.3, weak negative correlation as -0.5<r�-0.3, moderate negative
correlation as -0.8<r�-0.5, and a strong negative correlation as r�-0.8.

Results

On average, none of the GRF metrics were strongly correlated to tibial force metrics (Table 1,

Fig 4); nor were there any GRF metrics for which the majority of subjects exhibited strong pos-

itive correlations with either of the two tibial load metrics.

GRF metrics are not correlated to tibia load during running
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Active peak

Fvgrf,active was positively or negligibly correlated with Ftibia,max in all subjects (0.72 ± 0.42): two

exhibited negligible correlations, four individuals exhibited moderate correlations, and four

exhibited strong correlations. Fvgrf,active had an inconsistent relationship with Jtibia (0.03 ±
0.51): four subjects showed a moderate positive correlation, three showed a moderate negative

correlation, and three showed negligible correlation.

Table 1. Correlation coefficients (r) between GRF metrics and tibial bone load metrics across all trials within a subject. Ten rows represent the 10 subjects

(F = female, M = male). Within a subject, (n) indicates the number of running conditions (of 30 total conditions) that exhibited a measurable GRF impact peak (i.e., evident

in more than half the gait cycles). Mean and standard deviation (std) were computed using Fisher’s z transformation.

Subject Fvgrf,active Fvgrf,impact VALR Jvgrf Fvgrf,active Fvgrf,impact VALR Jvgrf

Ftibia,max Jtibia

1 (F) 0.89 -0.64, n = 29 -0.63 -0.68 0.42 -0.87, n = 29 -0.84 -0.34

2 (F) 0.84 -0.47, n = 27 0.23 -0.02 0.58 -0.78, n = 27 -0.10 0.12

3 (F) 0.72 -0.06, n = 10 0.01 -0.36 -0.17 -0.62, n = 10 -0.80 -0.17

4 (M) 0.90 0.27, n = 19 0.13 -0.20 0.60 -0.14, n = 19 -0.27 -0.20

5 (F) 0.72 -0.33, n = 24 -0.30 -0.66 0.13 -0.87, n = 24 -0.80 -0.48

6 (F) 0.58 -0.45, n = 19 0.13 -0.49 -0.60 0.30, n = 19 -0.91 0.07

7 (M) 0.85 -0.24, n = 22 -0.44 -0.68 0.47 -0.78, n = 22 -0.81 -0.53

8 (M) 0.26 0.34, n = 15 -0.24 -0.36 -0.54 -0.13, n = 15 -0.72 -0.07

9 (M) 0.16 -0.46, n = 16 -0.65 -0.84 -0.65 -0.10, n = 16 -0.80 -0.34

10 (M) 0.63 -0.64, n = 17 0.00 0.19 0.09 -0.14, n = 17 -0.62 0.74

mean±std 0.72 ± 0.42 -0.29 ± 0.37 -0.20 ± 0.35 -0.46 ± 0.40 0.03 ± 0.51 -0.51 ± 0.53 -0.72 ± 0.41 -0.11 ± 0.41

[min max] [0.16 0.90] [-0.64 0.34] [-0.65 0.23] [-0.84 0.19] [-0.65 0.60] [-0.87 0.30] [-0.91–0.10] [-0.53 0.74]

https://doi.org/10.1371/journal.pone.0210000.t001
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Impact peak

Fvgrf,impact was on average negatively correlated with Ftibia,max (-0.29 ± 0.37): three subjects exhib-

ited a negligible correlation, four exhibited a weak negative correlation, one exhibited a weak

positive correlation, and two exhibited moderate negative correlations. Fvgrf,impact was on average

negatively correlated with Jtibia (-0.51 ± 0.53): four subjects showed a negligible correlation, one

showed a positive moderate correlation, three showed a moderate negative correlation, and two

showed a strong negative correlation. On average, measurable GRF impact peaks were only

observed for 20 ± 6 conditions for each subject. The majority of subjects were rearfoot strikers

and had measurable GRF impact peaks during level and decline running; however, most indi-

viduals changed their footstrike pattern on more inclined slopes and the impact peaks tended to

disappear. Across all subjects, measurable GRF impact peaks were present during 71 of 80 level

running trials and during 98 of 110 decline trials, but only during 29 of 110 incline trials.

Loading rate

The correlation between VALR and Ftibia,max was generally weak or negligible, but varied con-

siderably between subjects (-0.20 ± 0.35): six subjects exhibited a negligible correlation, two

exhibited a weak negative correlation, and two exhibited a moderate negative correlation. The

VALR and Jtibia were negatively or negligibly correlated in all subjects (-0.72 ± 0.41): two sub-

jects showed a negligible correlation, two showed a moderate negative correlation, and six

showed a strong negative correlation.

Impulse

The correlation between Jvgrf and Ftibia,max varied across subjects (-0.46 ± 0.40): three subjects

exhibited a negligible correlation, two a weak negative correlation, four a moderate negative
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correlation, and one a strong negative correlation. The correlation between Jvgrf and Jtibia also

varied across subjects (-0.11 ± 0.41): five subjects showed a negligible correlation, four showed

a moderate negative correlation and one showed a moderate positive correlation.

Discussion

We found that increases in GRF metrics were not strongly correlated with increases in tibial

bone loading metrics during running across speeds and slopes (Table 1); rather most correla-

tions were negligible, weak, or moderate. Although there was high inter-subject variability in

the strength of correlation, 76 of the 80 subject-specific correlation coefficients supported our

hypothesis. The only strong positive correlations were in 4 of 10 subjects between Ftibia,max

and Fvgrf,active. Also of note, 2 subjects showed a strong negative correlation between Jtibia and

Fvgrf,impact, and 6 showed a strong negative correlation between Jtibia and VALR.

Isolating effects due to speed and slope provides some insights into why GRF metrics were

not strongly correlated with tibial loading (Fig 5). When runners encountered a change in

ground slope, relationships between GRF and tibial loading often changed drastically. For

instance, Fvgrf,impact and VALR were often positively correlated as speed increased on level

ground, but typically switched to having a negative correlation across a range of slopes when

speed was held constant (Fig 5). Fvgrf,impact and VALR metrics both decreased with increasing

ground slope (similar to [48]), however Ftibia,max increased due to higher muscle forces. Like-

wise, Jvgrf and Jtibia were positively correlated as speed increased on level ground, but were neg-

atively correlated when slope changed at a single fixed speed.

These findings highlight that there are only limited special cases when GRF metrics are

strong indicators of tibial bone load. When ground slope was held constant at zero degrees

(level), then as speed increased all subjects showed a strong positive correlation between

Fvgrf,active and Ftibia,max (r = 0.97, inter-subject mean computed in post-hoc analysis). Further,

Ftibia,max was also moderately to strongly correlated to Fvgrf,impact (r = 0.90) and VALR

(r = 0.90) in all subjects during running on the zero-degree slope. However, even at this fixed

slope, some runners exhibited weak relationships between GRF metrics and Jtibia. When look-

ing at level and decline running conditions together, the correlation between Ftibia,max and

Fvgrf,impact (r = -0.19) and between Ftibia,max and VALR (r = 0.45) became negligible and weak;

though Fvgrf,active and Ftibia,max remained strongly correlated (r = 0.94). Once level, decline, and

incline conditions were all analyzed together the correlation between Fvgrf,active and Ftibia,max

became moderate (r = 0.72). Note that the special cases when GRF metrics were strongly corre-

lated to tibial bone load are not necessarily well-suited for real-world outdoor running, in

which a runner who encounters a decline generally also encounters an incline if they aim to

start and end at the same location.

From this very simple set of running conditions (i.e., varying only speed and slope), it is evi-

dent why increases in GRF metrics generally should not be assumed to be a surrogate for, or

indicator of, increases in tibial bone loading. During real-world training, additional confounds

such as changes in muscle coordination or running pattern (e.g., due to fatigue, soreness, ter-

rain, shoe properties, footstrike pattern, etc.), may further alter the relationship between GRF

and tibial bone load.

Key implications and discussion related to scientific research

The lack of strong correlations in this study suggest that GRFs provide limited insight into tib-

ial bone loading during running across speeds and slopes, and therefore may provide limited

utility for understanding or predicting overuse injury risk associated with this repetitive inter-

nal structure loading. Running GRFs have been analyzed in many ways in the scientific
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literature over the last several decades –extracting impact peaks, loading rates, active peaks,

and impulses from vertical GRF, analyzing peaks from fore-aft GRFs, quantifying GRF fre-

quency content, etc.–in the hopes that some feature of this force between the foot and ground

might indicate injury risk, such as tibial stress fracture risk. However, GRFs provide an incom-

plete perspective on musculoskeletal loading and may be the wrong signal to be monitoring/

analyzing if we seek to understand tibial bone load or assess overuse injury risk. This is of

broad concern to the research field given the substantial time and resources invested into gait

analysis and epidemiological studies that seek to relate bone stress injury to GRF metrics (or

GRF correlates, e.g., based on accelerometers or pressure insoles), and given the pervasive

influence these GRF metrics have had on sport science (e.g., comparisons of footwear or run-

ning patterns), training, coaching and product development (e.g., running shoes).

Results from this study reinforce previous experimental evidence and theoretical arguments

against using or interpreting GRF impacts and loading rates to identify overuse injury risks

[28,49–52]. Although some epidemiological studies have observed an association between

high impacts or loading rates and running-related injuries [33,53–56], there are many studies

that have failed to find such a correlation [30,57–62]. These conflicting results also exist

between prospective studies (e.g., [53,54,61–64]). Several textbooks, review articles and com-

mentaries further highlight this conflicting evidence [12,13,28,52,65,66]. Nevertheless, the use

of higher GRF impact peaks and loading rates to infer injury risk remains extremely common

in the scientific literature. Based on a literature search of articles published between 2015–

2017, we discovered that during this period more than 50 peer-reviewed publications per year

assume, report or interpret GRF impact peaks or loading rates to signify increased injury risk.

The reason for the sustained popularity of GRF metrics is likely multifaceted, but may stem

partly from measurement convenience, or from people’s intuition based on how we as humans

perceive external (vs. internal) loads on the body (though such intuitions can often be mislead-

ing in biomechanics, e.g., [19]), or simply from the GRF impact paradigm being deeply

embedded in the running literature over recent decades. Another contributing factor may be

related to misinterpretation and misapplication of prior bone mechanics studies [67,68]. Stud-

ies on rabbits and guinea pigs have shown that repeated impulsive loading can cause bone

microdamage [69,70]. However, this finding has been applied in running-related injury studies

to support a subtly but significantly different contention: that higher impact peaks (impulsive

loading) are associated with higher injury risk (e.g., due to more microdamage accumulation)

[32,71,72]. The critical thing to highlight is that this contention is only valid if we also assume

that during running the impact loading is the primary cause of bone microdamage. To our

knowledge, there is no evidence to support this assumption. During running, the majority of

the tibial force is due to muscle contraction (Fig 1A). Note that the commonly-cited impulsive

loading studies [69,70] did not compare damage due to impact forces relative to damage due

to muscle forces, and therefore provide no experimental evidence that GRF impacts are the

primary cause of bone microdamage. The relationship between the magnitude of force on a

biological structure and the microdamage caused by the force is non-linear [1,73]. According

to Miner’s rule, microdamage is roughly proportional to force to the C exponent (i.e., force C)

[11], where C is a bone-specific constant found experimentally via mechanical fatigue studies.

We can apply this well-established relationship to estimate the relative amount of damage

caused by forces at different parts of the gait cycle (e.g., impact vs. midstance). As depicted in

Fig 1, the GRF impact peak is ~2 body weights, whereas the peak tibial force in midstance is

~8 body weights (which includes muscle contraction forces). Using the empirically-derived

exponent for cortical bone of C = 7 [40,43,51], we estimate that on every step the peak tibial

force at midstance would be expected to cause about sixteen thousand (87/27� 16,000) times

more microdamage to bone than the GRF impact peak. Thus, the relative damage due to the
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impact forces may be trivially small regardless of whether impacts are slightly larger or smaller

(e.g., 1.8 vs. 1.55 body weights, as reported in [74]). This evidence contradicts the prevailing

belief that impacts are the source of overuse injuries, and further highlights why it generally

should not be assumed that increases in GRF impact peak are reflective of increased injury

risk.

A similar misinterpretation issue may underlie the use of loading rate (and strain rate) find-

ings from bone mechanics studies. One commonly-cited study by Schaffler et al. [75] con-

cluded that “cyclic loading at a higher physiological strain rate causes more damage than cyclic

loading at a lower strain rate.” However, upon careful inspection of the results we discovered

that this conclusion was not substantiated by the statistical analysis performed. The study com-

pared the effects of high strain rate vs. an unloaded control, and the effects of low strain rate

vs. an unloaded control; however, it did not directly compare the high vs. low strain rate

groups. When we performed statistical analyses using the study results presented in the paper

we failed to find significant differences between high vs. low strain rate groups for any of the

reported outcome metrics; namely, bone stiffness loss (p = 0.07), number of microcracks

(p = 0.32), density of microcracks (p = 0.28) and length of microcracks (p = 0.48). We com-

pared bone stiffness loss using the Mann Whitney U test (the primary statistical test employed

in the original study) since a table of specimen-specific results were provided. For the remain-

ing metrics we performed a two-sample t-test using the mean ± standard error results reported

in the publication (since specimen-specific results were not provided to perform a Mann

Whitney U test). Inspection of the estimated 95% confidence interval for the difference in

means of each outcome metric further substantiated our take-away that from these published

data one cannot conclude that the higher loading rate caused more damage than the lower

loading rate. Significance level of 0.05 was used for our interpretation, consistent with the

threshold set in the original publication. Meanwhile, a more recent cyclic loading study on

bone specimens found that high loading rates associated with GRF impacts in running had lit-

tle effect on bone fatigue [51]. Likewise, bone samples loaded at higher rates have been

observed to take more cycles to failure, suggesting less damage accumulation per cycle

[1,40,46]. Collectively, this evidence seems to call into question the common assumption that

higher loading rates indicate higher bone damage accumulation (or injury risk).

In summary, there are substantive concerns about how impulsive bone loading studies are

commonly interpreted [67,68], and how this may misguide the use of GRF metrics like impact

peak and loading rate. The field would benefit from a clear and careful synthesis of bone

mechanics studies, to ensure this knowledgebase is being appropriately interpreted and

applied in the assessment of overuse injury risks.

Key implications and discussion related to wearable devices

While motion analysis and musculoskeletal modeling methods have allowed researchers in the

lab to estimate forces on certain internal structures, recreating these estimates outside the lab

with non-invasive, low-cost, and portable sensors remains a grand challenge in the biome-

chanics field. Most commercial devices use GRF-correlated metrics (e.g., tibial shock) from

accelerometers and/or pressure insoles to provide loading or injury risk feedback to the user.

A key underlying assumption of these devices is that increases in GRF metrics reflect increases

in loading inside the body. For instance: (i) IMeasureU outputs a “bone load” metric that

increases with “the size of the [ground] impact derived from each individual step,” based on

the stated rationale that impact peaks “can function as a surrogate measure of the loads experi-

enced by the underlying musculoskeletal tissue” [76,77], (ii) Runscribe outputs “Impact Gs”

and indicates that lower “Impact Gs” at footstrike may help prevent injuries [78], (iii)
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MileStone states that a “low rate of impact. . . is optimal and can help prevent injury” [79], (iv)

Stridalyzer states that “‘Pounding’ [the foot] during landing. . . can increase impact forces,

which over time leads to injuries” [80], and (v) Sensoria provides an "Impact Score,” stating it

is “a quantitative relative measure, on a scale from 1 to 10, driven by the impact forces gener-

ated when your foot hits the ground while your run. In order to reduce likelihood of injury,

you want to keep your impact score as low as possible” [81]. However, the key assumption

underlying each of these statements/claims remains unsubstantiated for running, both experi-

mentally and from a theoretical standpoint. Tibial acceleration may be correlated with tibial

load around impact (i.e., over the first ~40 ms after foot-ground contact [82]) when forces are

relatively low (Fig 1A). However, as shown in this study, commonly-use GRF metrics (e.g.,

impact peak, loading rate) are not necessarily reflective of the much larger tibial bone forces

experienced later in the gait cycle, nor is there a biomechanical rationale or consistent epide-

miological evidence to support interpretations of these GRF metrics or correlates like tibial

shock as indicators of injury risk.

Presently there is a lack of transparency and validation amongst consumer wearables [83].

Many commercial devices selectively cite studies that support their chosen outcome metric,

while omitting published counter evidence. Others simply fail to provide scientific evidence

that their outcomes are indicative of increased loading or injury risk to specific internal struc-

tures. As a result, biofeedback from existing wearable devices may be misleading users. Wear-

able devices often employ ambiguous terminology such as “limb load”, “step intensity” or

“biomechanical load”–terms which do not specify which individual structure in the body, if

any, experience the purported load. Some devices employ misleading terminology such as

“bone load,” which has been defined as a weighted sum of impact peaks [76]. As seen in this

study, footstrike impact peaks are not the main source of bone loading, and cannot be used as

a surrogate to infer the peak force or force impulse experienced by the tibia. Some commonly-

used metrics–like impact peaks and loading rates–may even be negatively correlated with bone

loading during running (Fig 4, Table 1). This means the current interpretation of these values

in wearable devices may be leading to the wrong conclusions about the accumulation of micro-

damage to a bone such as the tibia. Further ambiguity is introduced when commercial device

metrics refer or allude to overall injury risk (i.e., to structures throughout the body). The idea

of having a single or small number of output metrics that can capture overall injury risk is

appealing to consumers, clinicians, researchers and wearable device manufacturers alike.

However, there is no guarantee, nor theoretical basis, that this global injury metric is embed-

ded within the GRF waveform (i.e., hidden within this relatively small force magnitude

between the foot and ground).

The wearable device field would benefit from more deliberate and targeted attempts to

monitor loading on specific internal structures at high risk of injury, with less emphasis on

GRF metrics. There have been a number of innovative advances in sensing that provide esti-

mates of loading on a given muscle or internal structure (e.g., [84]). These more targeted

approaches offer the opportunity to better understand structure-specific loading, such that we

can more confidently associate forces on a given structure (bone, muscle, tendon, etc.) with

overuse injuries that may eventually develop in said structure. Moreover, estimating the time-

varying force experienced by specific structures (as opposed to only computing discrete sum-

mary metrics related to peaks or impulses) may offer a more promising avenue of identifying

and understanding specific injury risks in running and other activities. Given the complexity

of human movement, and difficulty of measuring internal forces non-invasively, data from

multiple wearable sensors may need to be fused in order to monitor load on certain internal

structures in situ.
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Potential utility of GRF metrics

There may be situations when GRFs still provide some utility for understanding bone loading

or overuse injuries. For instance, a given GRF metric might be useful in situations when the

metric has been validated to be a strong indicator of loading on a specific internal structure

(e.g., tibial bone) for a given individual (or subset of individuals) and for a given subset of

activities (e.g., running over a specified range of speeds, slopes, etc.). However, at present, the

majority of published studies seem to use and interpret GRF metrics without adequate subject-

or activity-specific validation.

One potential use of GRF metrics might be for lab-based experiments performed only on

level ground (or potentially a flat track, though we did not assess curvilinear running in this

study), given that we found strong correlations with Ftibia,max for all 10 subjects (as detailed ear-

lier in Discussion). However, in post-processing of our data we found that running speed itself

was also strongly correlated with Ftibia,max on level ground (r = 0.97, similar to the correlation

between Fvgrf,active and Ftibia,max). In many cases it may be preferable and easier to monitor

speed than GRF.

A second potential use of GRF metrics might be for an individual runner who is studied

extensively to establish that over a specified set of running conditions (speeds, slopes, terrains,

levels of fatigue, etc.), a given GRF metric is a good indicator of load on a specific bone. For

example, two subjects in our study (Subjects 1 and 7) showed a strong positive correlation

between Fvgrf,active and Ftibia,max and a strong negative correlation between VALR and Jtibia

(Table 1). For these two subjects, increases in Fvgrf,active strongly indicated increases in Ftibia,max,

and increases in VALR strongly indicated decreases in Jtibia over the range of speeds and slopes

tested. These two subjects demonstrate a scenario when specific GRF metrics might be utilized

to indicate bone load, but only when (i) the relationship was validated for that subject and that

subset of conditions, and (ii) the relationship was identified as being strongly positive or

strongly negative for a given GRF metric. Subject-specific validation may be feasible for elite

runners, but would likely be impractical or prohibitively expensive for many recreational run-

ners due to the amount of instrumented gait analysis required to perform this validation.

A third potential use of GRF metrics would be for testing hypotheses in which there is an

indirect relationship between GRFs and loading on specific internal structures. Here we sum-

marize one example: Studies suggest that larger GRF impacts cause more energy to be dissi-

pated through wobbling of muscles in the legs [85]. To maintain a given running speed, when

energy is dissipated then it must be offset by positive work performed through active muscle

contraction. This additional muscle work could be achieved by either higher peak muscle

forces and/or applying muscle forces over longer periods of time. It therefore might be hypoth-

esized that increases in GRF impacts lead to more energy dissipation, which then leads to

increased loading magnitude or duration of certain muscles or bones. Note that in this exam-

ple the GRF impact peak is not the source of high internal structure loading, as commonly

assumed. Rather, large GRF impacts might conceivably help explain a mechanism by which

higher internal structure loading could result (potentially at a different time in the stride

cycle). As such, GRF metrics could be useful in situations when they are a core part of a testable

hypothesis.

One additional consideration worth noting is that impact peaks were not present in about

one third of the running conditions in our study (mostly on inclines), which may limit the util-

ity of this metric in comparing across a broad range of conditions. Relatedly, estimating GRF

loading rate from running strides with vs. without impact peaks may be capturing slightly

different aspects of the gait dynamics [86]. This may also limit practical applications and inter-

pretations of this metric across different running conditions, particularly those in which

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 13 / 19

https://doi.org/10.1371/journal.pone.0210000


footstrike pattern changes. Finally, we remind that this discussion is in relation to overuse

injury risk, specifically tibial stress fracture risk. There are of course many other situations and

applications when GRFs are extremely useful (e.g., computing inverse dynamics), and more

broadly, GRFs remain one of the most important measurements in the field of biomechanics.

Limitations

The scope of this study was limited to estimating changes in bone load within each subject. As

discussed in the introduction, additional factors also affect stress fracture risk. To assess injury

risk between subjects, additional subject-specific information on bone remodeling and intrinsic

factors (age, gender, bone density, geometry, nutrition, mineral content, etc.) may also be neces-

sary. A limitation of this study (and nearly all gait analysis studies) is that we are unable to

directly measure tibial bone loading. However, there is strong converging evidence from cadaver

[22], implanted sensor [23,27] and musculoskeletal modeling studies [20,24] that the non-inva-

sive estimates used provide a reasonable approximation of tibial bone loading. In particular, we

have confidence in the trends predicted with changing speed and slope, and would not expect

imperfect bone load estimates to alter any of the major conclusions or interpretations. Another

limitation is that we only performed linear, univariate regression analysis because this appears to

be the most common way that prior scientific studies and current wearable devices are using

GRF metrics (or correlates) to infer musculoskeletal loads or injury risks. Another limitation is

that we only quantified tibial compression load. In future studies, it would also be interesting to

estimate bending, shear or torsional loads [20,21,87] which contribute to the stress/strain of the

tibia, or to use advanced modeling techniques to estimate local stress/strain concentrations

[1,42,87,88]. These loading patterns are all highly influenced by muscle forces; therefore, GRF

metrics should not be assumed to reflect these loads either, unless validated for a given subset of

activities. Because there are currently no wearable devices that can track tibial bone load (or

localized stress) longitudinally in daily life it is not yet known (e.g., from prospective studies)

which of these bone loading directions or metrics might be most useful. Given the large magni-

tude of the tibial compression load this seems like a reasonable candidate to explore, and more

informative of bone loading than GRFs. A final limitation is that in order to make this study and

analysis tractable we focused on a single bone and a single overuse injury. The specific conclu-

sions drawn are all related to whether changes in GRF metrics are reflective of changes in load-

ing on this particular bone. However, stress fracture and overuse injuries commonly occur in

several other internal structures in the lower limb as well (e.g., calcaneus bone, Achilles tendon).

The broader implication of our study is that loading on these other bones, muscles and tendons

in the body—perhaps even loading on the vast majority of structures in the body—may be

poorly understood by monitoring changes in GRF or GRF correlates alone.

Conclusion

In summary, increases in GRF metrics should not be assumed to correlate with increases in

bone loading, nor assumed to signify increased risk for tibial stress fractures. The high inter-

subject variability in correlations further strengthens this general conclusion. For any individ-

ual, both subject- and task-specific validation would be needed to assess if GRFs provide useful

insight on loading of the tibial bone, or other internal structures. This study has important

implications for scientific research on running-related injuries, and for the development and

validation of current and future wearable devices. Specifically, these findings demonstrate that

the way GRF metrics are commonly interpreted as indicators of musculoskeletal loading and

injury risk in literature is often flawed, and the application of these GRF metrics in scientific

research, sports and wearable devices can be highly misleading. Although GRF metrics may be
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convenient to measure and may seem to intuitively "make sense" as a way to monitor loading

on the musculoskeletal system, the results here and in prior literature reveal that commonly-

used GRF metrics may provide very limited insight on, and may even mislead our understand-

ing of, internal structure loading such as to the tibial bone. The GRF may simply be the wrong

signal to be monitoring/analyzing if we seek to understand or predict overuse injury risk to the

tibia, or to other bones, joints, muscles and tendons in the body. Summarized poetically:

You go for a run down the street.

You feel the ground force on your feet.

You may think these reveal

The bone loads that you’ll feel,

But this thinking is just incomplete.

The force due to ground reaction

May be a stress fracture distraction.

Don’t assume force on shoe

To mean tibia load too

Since bone load’s mostly from muscle contraction.

Acknowledgments

We would like to thank Ethan Jones and Kendall Derry for their help with experiments and

data processing. KEZ would like to thank the Twitterverse for a variety of conversations, com-

ments and questions that enhanced the content and quality of this work.

Author Contributions

Conceptualization: Emily S. Matijevich, Leon R. Scott.

Data curation: Emily S. Matijevich, Lauren M. Branscombe.

Formal analysis: Emily S. Matijevich, Lauren M. Branscombe, Karl E. Zelik.

Funding acquisition: Karl E. Zelik.

Investigation: Emily S. Matijevich.

Methodology: Emily S. Matijevich, Karl E. Zelik.

Project administration: Karl E. Zelik.

Resources: Karl E. Zelik.

Software: Emily S. Matijevich.

Supervision: Karl E. Zelik.

Validation: Emily S. Matijevich, Lauren M. Branscombe, Karl E. Zelik.

Visualization: Emily S. Matijevich, Karl E. Zelik.

Writing – original draft: Emily S. Matijevich, Karl E. Zelik.

Writing – review & editing: Emily S. Matijevich, Lauren M. Branscombe, Leon R. Scott, Karl

E. Zelik.

References
1. Currey JD. Bones: Structure and Mechanics. Princeton University Press; 2013.

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 15 / 19

https://doi.org/10.1371/journal.pone.0210000


2. Gallagher S, Schall MC. Musculoskeletal disorders as a fatigue failure process: evidence, implications

and research needs. Ergonomics. 2017; 60: 255–269. https://doi.org/10.1080/00140139.2016.1208848

PMID: 27376409

3. Cosman F, Ruffing J, Zion M, Uhorchak J, Ralston S, Tendy S, et al. Determinants of stress fracture

risk in United States Military Academy cadets. Bone. 2013; 55: 359–366. https://doi.org/10.1016/j.bone.

2013.04.011 PMID: 23624291

4. Brukner PD, Bradshaw C, Khan K, White S, Crossley KM. Stress Fractures: A Review of 180 Case. Clin

J Sport Med. 1996;

5. Yagi S, Muneta T, Sekiya I. Incidence and risk factors for medial tibial stress syndrome and tibial stress

fracture in high school runners. Knee Surg Sports Traumatol Arthrosc. 2013; 21: 556–563. https://doi.

org/10.1007/s00167-012-2160-x PMID: 22875369

6. Bennell KL, Malcolm SA, Thomas SA, Reid SJ, Brukner PD, Ebeling PR, et al. Risk factors for stress

fractures in track and field athletes. A twelve-month prospective study. Am J Sports Med. 1996; 24:

810–818. https://doi.org/10.1177/036354659602400617 PMID: 8947404

7. Hulkko A, Orava S. Stress Fractures in Athletes. Int J Sports Med. 1987; 08: 221–226. https://doi.org/

10.1055/s-2008-1025659 PMID: 3623785

8. Matheson GO, Clement DB, Mckenzie DC, Taunton JE, Lloyd-Smith DR, Macintyre JG. Stress frac-

tures in athletes: A study of 320 cases. Am J Sports Med. 1987; 15: 46–58. https://doi.org/10.1177/

036354658701500107 PMID: 3812860

9. Johansson C, Ekenman I, Lewander R. Stress fracture of the tibia in athletes: diagnosis and natural

course. Scand J Med Sci Sports. 1992; 2: 87–91. https://doi.org/10.1111/j.1600-0838.1992.tb00326.x

10. Chan CS, Grossman HY. Psychological Effects of Running Loss on Consistent Runners. Percept Mot

Skills. 1988; 66: 875–883. https://doi.org/10.2466/pms.1988.66.3.875 PMID: 3405713

11. Edwards WB. Modeling Overuse Injuries in Sport as a Mechanical Fatigue Phenomenon. Exerc Sport

Sci Rev. 2018; https://doi.org/10.1249/JES.0000000000000163 PMID: 30001271

12. Worp H van der, Vrielink JW, Bredeweg SW. Do runners who suffer injuries have higher vertical ground

reaction forces than those who remain injury-free? A systematic review and meta-analysis. Br J Sports

Med. 2016; bjsports-2015-094924. https://doi.org/10.1136/bjsports-2015-094924 PMID: 26729857

13. Zadpoor AA, Nikooyan AA. The relationship between lower-extremity stress fractures and the ground

reaction force: A systematic review. Clin Biomech. 2011; 26: 23–28. https://doi.org/10.1016/j.

clinbiomech.2010.08.005 PMID: 20846765

14. Crowell HP. Reducing Impact Loading During Running With the Use of Real-Time Visual Feedback. J

Orthop Sports Phys Ther. 2010; 40: 206–213. https://doi.org/10.2519/jospt.2010.3166 PMID:

20357417

15. Hamill J, Derrick TR, Holt KG. Shock attenuation and stride frequency during running. Hum Mov Sci.

1995; 14: 45–60. https://doi.org/10.1016/0167-9457(95)00004-C

16. Hennig EM, Milani TL, Lafortune MA. Use of Ground Reaction Force Parameters in Predicting Peak Tib-

ial Accelerations in Running. 1993; 9. https://doi.org/10.1123/jab.9.4.306 PMID: 28898122

17. Kiernan D, Hawkins DA, Manoukian MAC, McKallip M, Oelsner L, Caskey CF, et al. Accelerometer-

based prediction of running injury in National Collegiate Athletic Association track athletes. J Biomech.

2018;0. https://doi.org/10.1016/j.jbiomech.2018.04.001 PMID: 29699823

18. Neugebauer JM, Collins KH, Hawkins DA. Ground Reaction Force Estimates from ActiGraph GT3X+

Hip Accelerations. PLOS ONE. 2014; 9: e99023. https://doi.org/10.1371/journal.pone.0099023 PMID:

24914946

19. Borelli GA. On the Movement of Animals [Internet]. Berlin Heidelberg: Springer-Verlag; 1608. Avail-

able: //www.springer.com/us/book/9783642738142

20. Sasimontonkul S, Bay BK, Pavol MJ. Bone contact forces on the distal tibia during the stance phase of

running. J Biomech. 2007; 40: 3503–3509. https://doi.org/10.1016/j.jbiomech.2007.05.024 PMID:

17662295

21. Scott SH, Winter DA. Internal forces at chronic running injury sites. Med Sci Sports Exerc. 1990; 22:

357–369. PMID: 2381304

22. Sharkey NA, Hamel AJ. A dynamic cadaver model of the stance phase of gait: performance characteris-

tics and kinetic validation. Clin Biomech. 1998; 13: 420–433. https://doi.org/10.1016/S0268-0033(98)

00003-5

23. Komi PV. Relevance of in vivo force measurements to human biomechanics. J Biomech. 1990; 23: 27–

34. https://doi.org/10.1016/0021-9290(90)90038-5

24. Burdett RG. Forces predicted at the ankle during running. Med Sci Sports Exerc. 1982; 14: 308–316.

PMID: 7132650

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 16 / 19

https://doi.org/10.1080/00140139.2016.1208848
http://www.ncbi.nlm.nih.gov/pubmed/27376409
https://doi.org/10.1016/j.bone.2013.04.011
https://doi.org/10.1016/j.bone.2013.04.011
http://www.ncbi.nlm.nih.gov/pubmed/23624291
https://doi.org/10.1007/s00167-012-2160-x
https://doi.org/10.1007/s00167-012-2160-x
http://www.ncbi.nlm.nih.gov/pubmed/22875369
https://doi.org/10.1177/036354659602400617
http://www.ncbi.nlm.nih.gov/pubmed/8947404
https://doi.org/10.1055/s-2008-1025659
https://doi.org/10.1055/s-2008-1025659
http://www.ncbi.nlm.nih.gov/pubmed/3623785
https://doi.org/10.1177/036354658701500107
https://doi.org/10.1177/036354658701500107
http://www.ncbi.nlm.nih.gov/pubmed/3812860
https://doi.org/10.1111/j.1600-0838.1992.tb00326.x
https://doi.org/10.2466/pms.1988.66.3.875
http://www.ncbi.nlm.nih.gov/pubmed/3405713
https://doi.org/10.1249/JES.0000000000000163
http://www.ncbi.nlm.nih.gov/pubmed/30001271
https://doi.org/10.1136/bjsports-2015-094924
http://www.ncbi.nlm.nih.gov/pubmed/26729857
https://doi.org/10.1016/j.clinbiomech.2010.08.005
https://doi.org/10.1016/j.clinbiomech.2010.08.005
http://www.ncbi.nlm.nih.gov/pubmed/20846765
https://doi.org/10.2519/jospt.2010.3166
http://www.ncbi.nlm.nih.gov/pubmed/20357417
https://doi.org/10.1016/0167-9457(95)00004-C
https://doi.org/10.1123/jab.9.4.306
http://www.ncbi.nlm.nih.gov/pubmed/28898122
https://doi.org/10.1016/j.jbiomech.2018.04.001
http://www.ncbi.nlm.nih.gov/pubmed/29699823
https://doi.org/10.1371/journal.pone.0099023
http://www.ncbi.nlm.nih.gov/pubmed/24914946
http://www.springer.com/us/book/9783642738142
https://doi.org/10.1016/j.jbiomech.2007.05.024
http://www.ncbi.nlm.nih.gov/pubmed/17662295
http://www.ncbi.nlm.nih.gov/pubmed/2381304
https://doi.org/10.1016/S0268-0033(98)00003-5
https://doi.org/10.1016/S0268-0033(98)00003-5
https://doi.org/10.1016/0021-9290(90)90038-5
http://www.ncbi.nlm.nih.gov/pubmed/7132650
https://doi.org/10.1371/journal.pone.0210000


25. Dziewiecki K, Mazur Z, Blajer W. Assessment of external and internal loads in the triple jump via inverse

dynamics simulation. Biol Sport. 2013; 30: 103–109. https://doi.org/10.5604/20831862.1044225 PMID:

24744475

26. Matijevich ES, Branscombe LM, Zelik KE. Ultrasound estimates of Achilles tendon exhibit unexpected

shortening during ankle plantarflexion. J Biomech. 2018; 72: 200–206. https://doi.org/10.1016/j.

jbiomech.2018.03.013 PMID: 29602476

27. Lanyon LE, Hampson WGJ, Goodship AE, Shah JS. Bone Deformation Recorded in vivo from Strain

Gauges Attached to the Human Tibial Shaft. Acta Orthop Scand. 1975; 46: 256–268. https://doi.org/10.

3109/17453677508989216 PMID: 1146518

28. Nigg B, Mohr M, Nigg SR. Muscle tuning and preferred movement path—a paradigm shift. Curr Issues

Sport Sci CISS. 2017;0. Available: https://webapp.uibk.ac.at/ojs2/index.php/ciss/article/view/2391

29. D’Lima DD, Patil S, Steklov N, Slamin JE, Colwell CW. Tibial Forces Measured In Vivo After Total Knee

Arthroplasty. J Arthroplasty. 2006; 21: 255–262. https://doi.org/10.1016/j.arth.2005.07.011 PMID:

16520216

30. Miller RH, Hamill J. Computer simulation of the effects of shoe cushioning on internal and external load-

ing during running impacts. Comput Methods Biomech Biomed Engin. 2009; 12: 481–490. https://doi.

org/10.1080/10255840802695437 PMID: 19225961

31. van den Bogert AJ, de Koning JJ. On Optimal Filtering For Inverse Dynamics Analysis. Proc IXth Bienn

Conf Can Soc Biomech Vanc. 1996;

32. Davis IS, Bowser BJ, Mullineaux DR. Reduced vertical impact loading in female runners with medically

diagnosed injuries: a prospective investigation. Br J Sports Med. 2015; bjsports-2015-094579. https://

doi.org/10.1136/bjsports-2015-094579 PMID: 26644428

33. Milner CE, Ferber R, Pollard C, Hamill J, Davis IS. Biomechanical Factors Associated with Tibial Stress

Fracture in Female Runners. 2006; https://doi.org/10.1249/01.mss.0000183477.75808.92 PMID:

16531902

34. Yong JR, Silder A, Montgomery KL, Fredericson M, Delp SL. Acute Changes in Foot Strike Pattern and

Cadence Affect Running Parameters Associated with Tibial Stress Fractures. J Biomech. 2018;0.

https://doi.org/10.1016/j.jbiomech.2018.05.017 PMID: 29866518

35. McBryde AM. Stress Fractures in Runners. Orthop Thorofare. 1982; 5: 913,915,918,920–928.

36. Calhoun JH, Li F, Ledbetter BR, Viegas SF. A Comprehensive Study of Pressure Distribution in the

Ankle Joint with Inversion and Eversion. Foot Ankle Int. 1994; 15: 125–133. https://doi.org/10.1177/

107110079401500307 PMID: 7951940

37. Farris DJ, Sawicki GS. Human medial gastrocnemius force–velocity behavior shifts with locomotion

speed and gait. Proc Natl Acad Sci. 2012; 109: 977–982. https://doi.org/10.1073/pnas.1107972109

PMID: 22219360

38. Honert EC, Zelik KE. Inferring Muscle-Tendon Unit Power from Ankle Joint Power during the Push-Off

Phase of Human Walking: Insights from a Multiarticular EMG-Driven Model. PLOS ONE. 2016; 11:

e0163169. https://doi.org/10.1371/journal.pone.0163169 PMID: 27764110

39. Kernozek T, Gheidi N, Ragan R. Comparison of estimates of Achilles tendon loading from inverse

dynamics and inverse dynamics-based static optimisation during running. J Sports Sci. 2017; 35: 2073–

2079. https://doi.org/10.1080/02640414.2016.1255769 PMID: 27855536

40. Caler WE, Carter DR. Bone creep-fatigue damage accumulation. J Biomech. 1989; 22: 625–635.

https://doi.org/10.1016/0021-9290(89)90013-4 PMID: 2808445

41. Carter DR, Caler WE. A cumulative damage model for bone fracture. J Orthop Res. 1985; 3: 84–90.

https://doi.org/10.1002/jor.1100030110 PMID: 3981298

42. Edwards WB, Taylor D, Rudolphi TJ, Gillette JC, Derrick TR. Effects of running speed on a probabilistic

stress fracture model. Clin Biomech. 2010; 25: 372–377. https://doi.org/10.1016/j.clinbiomech.2010.01.

001 PMID: 20096977

43. Edwards WB, Taylor D, Rudolphi T, Gillette J, Derrick T. Effects of Stride Length and Running Mileage

on a Probabilistic Stress Fracture Model. Med Sci Sports Exerc. 2009; 2177–2184. https://doi.org/10.

1249/MSS.0b013e3181a984c4 PMID: 19915501

44. Miller RH, Edwards WB, Brandon SCE, Morton AM, Deluzio KJ. Why Don’t Most Runners Get Knee

Osteoarthritis? A Case for Per-unit-distance Loads. Med Sci Sports Exerc. 2014; 46: 572–579. https://

doi.org/10.1249/MSS.0000000000000135 PMID: 24042311

45. Ritchie RO, Kinney JH, Kruzic JJ, Nalla RK. A fracture mechanics and mechanistic approach to the fail-

ure of cortical bone. Fatigue Fract Eng Mater Struct. 2004; 28: 345–371. https://doi.org/10.1111/j.1460-

2695.2005.00878.x

46. Zioupos P, Currey JD, Casinos A. Tensile Fatigue in Bone: Are Cycles-, or Time to Failure, or Both,

Important? J Theor Biol. 2001; 210: 389–399. https://doi.org/10.1006/jtbi.2001.2316 PMID: 11397140

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 17 / 19

https://doi.org/10.5604/20831862.1044225
http://www.ncbi.nlm.nih.gov/pubmed/24744475
https://doi.org/10.1016/j.jbiomech.2018.03.013
https://doi.org/10.1016/j.jbiomech.2018.03.013
http://www.ncbi.nlm.nih.gov/pubmed/29602476
https://doi.org/10.3109/17453677508989216
https://doi.org/10.3109/17453677508989216
http://www.ncbi.nlm.nih.gov/pubmed/1146518
https://webapp.uibk.ac.at/ojs2/index.php/ciss/article/view/2391
https://doi.org/10.1016/j.arth.2005.07.011
http://www.ncbi.nlm.nih.gov/pubmed/16520216
https://doi.org/10.1080/10255840802695437
https://doi.org/10.1080/10255840802695437
http://www.ncbi.nlm.nih.gov/pubmed/19225961
https://doi.org/10.1136/bjsports-2015-094579
https://doi.org/10.1136/bjsports-2015-094579
http://www.ncbi.nlm.nih.gov/pubmed/26644428
https://doi.org/10.1249/01.mss.0000183477.75808.92
http://www.ncbi.nlm.nih.gov/pubmed/16531902
https://doi.org/10.1016/j.jbiomech.2018.05.017
http://www.ncbi.nlm.nih.gov/pubmed/29866518
https://doi.org/10.1177/107110079401500307
https://doi.org/10.1177/107110079401500307
http://www.ncbi.nlm.nih.gov/pubmed/7951940
https://doi.org/10.1073/pnas.1107972109
http://www.ncbi.nlm.nih.gov/pubmed/22219360
https://doi.org/10.1371/journal.pone.0163169
http://www.ncbi.nlm.nih.gov/pubmed/27764110
https://doi.org/10.1080/02640414.2016.1255769
http://www.ncbi.nlm.nih.gov/pubmed/27855536
https://doi.org/10.1016/0021-9290(89)90013-4
http://www.ncbi.nlm.nih.gov/pubmed/2808445
https://doi.org/10.1002/jor.1100030110
http://www.ncbi.nlm.nih.gov/pubmed/3981298
https://doi.org/10.1016/j.clinbiomech.2010.01.001
https://doi.org/10.1016/j.clinbiomech.2010.01.001
http://www.ncbi.nlm.nih.gov/pubmed/20096977
https://doi.org/10.1249/MSS.0b013e3181a984c4
https://doi.org/10.1249/MSS.0b013e3181a984c4
http://www.ncbi.nlm.nih.gov/pubmed/19915501
https://doi.org/10.1249/MSS.0000000000000135
https://doi.org/10.1249/MSS.0000000000000135
http://www.ncbi.nlm.nih.gov/pubmed/24042311
https://doi.org/10.1111/j.1460-2695.2005.00878.x
https://doi.org/10.1111/j.1460-2695.2005.00878.x
https://doi.org/10.1006/jtbi.2001.2316
http://www.ncbi.nlm.nih.gov/pubmed/11397140
https://doi.org/10.1371/journal.pone.0210000


47. Corey DM, Dunlap WP, Burke MJ. Averaging Correlations: Expected Values and Bias in Combined

Pearson rs and Fisher’s z Transformations. J Gen Psychol. 1998; 125: 245–261. https://doi.org/10.

1080/00221309809595548

48. Wells MD, Dickin DC, Popp J, Wang H. Effect of downhill running grade on lower extremity loading in

female distance runners. Sports Biomech. 2018;0: 1–9. https://doi.org/10.1080/14763141.2018.

1510538 PMID: 30274545

49. Chen TL, An WW, Chan ZYS, Au IPH, Zhang ZH, Cheung RTH. Immediate effects of modified landing

pattern on a probabilistic tibial stress fracture model in runners. Clin Biomech. 2016; 33: 49–54. https://

doi.org/10.1016/j.clinbiomech.2016.02.013 PMID: 26945721

50. Hamill J, Boyer KA, Weir G. A paradigm shift is necessary to relate running injury risk and footwear

design–comment on Nigg et al. Curr Issues Sport Sci CISS. 2018;0.

51. Loundagin LL, Schmidt TA, Edwards WB. Mechanical Fatigue of Bovine Cortical Bone Using Ground

Reaction Force Waveforms in Running. J Biomech Eng. 2018; 140: 031003–031003–5. https://doi.org/

10.1115/1.4038288 PMID: 29080303

52. Nigg BM. Biomechanics of Sports Shoes. Calgary, Alta.: Topline Printing Inc.; 2010.

53. Bredeweg SW, Kluitenberg B, Bessem B, Buist I. Differences in kinetic variables between injured and

noninjured novice runners: A prospective cohort study. J Sci Med Sport. 2013; 16: 205–210. https://doi.

org/10.1016/j.jsams.2012.08.002 PMID: 22921763

54. Davis IS, Bowser BJ, Mullineaux DR. Greater vertical impact loading in female runners with medically

diagnosed injuries: a prospective investigation. Br J Sports Med. 2016; 50: 887–892. https://doi.org/10.

1136/bjsports-2015-094579 PMID: 26644428

55. Ferber R, Davis IMF, Hamill JF, Pollard CD, McKeown KA. Kinetic variables in subjects with previous

lower extremity stress fractures. Med Sci Sports Exerc. 2002; 34.

56. Hreljac A, Hume PA. Evaluation of lower extremity overuse injury potential in runners: Med Sci Sports

Exerc. 2000; 1635–1641. https://doi.org/10.1097/00005768-200009000-00018 PMID: 10994917

57. Bennell K, Crossley K, Jayarajan J, Walton E, Warden S, Kiss ZS, et al. Ground reaction forces and

bone parameters in females with tibial stress fracture. Med Sci Sports Exerc. 2004; 36: 397–404.

https://doi.org/10.1249/01.MSS.0000117116.90297.E1 PMID: 15076780

58. Creaby MW, Dixon SJ. External Frontal Plane Loads May Be Associated with Tibial Stress Fracture.

Med Sci Sports Exerc. 2008; 40: 1669–1674. https://doi.org/10.1249/MSS.0b013e31817571ae PMID:

18685523

59. Crossley KM, Bennell KL, Wrigley TV, Oakes BW. Ground reaction forces, bone characteristics, and tib-

ial stress fracture in male runners. Med Sci Sports Exerc. 1999;

60. Dixon SJ, Creaby MW, Allsopp AJ. Comparison of static and dynamic biomechanical measures in mili-

tary recruits with and without a history of third metatarsal stress fracture. Clin Biomech. 2006; 21: 412–

419. https://doi.org/10.1016/j.clinbiomech.2005.11.009 PMID: 16427168

61. Dudley RI, Pamukoff DN, Lynn SK, Kersey RD, Noffal GJ. A prospective comparison of lower extremity

kinematics and kinetics between injured and non-injured collegiate cross country runners. Hum Mov

Sci. 2017; 52: 197–202. https://doi.org/10.1016/j.humov.2017.02.007 PMID: 28237655

62. Kuhman DJ, Paquette MR, Peel SA, Melcher DA. Comparison of ankle kinematics and ground reaction

forces between prospectively injured and uninjured collegiate cross country runners. Hum Mov Sci.

2016; 47: 9–15. https://doi.org/10.1016/j.humov.2016.01.013 PMID: 26827155

63. Napier C, MacLean CL, Maurer J, Taunton JE, Hunt MA. Kinetic risk factors of running-related injuries

in female recreational runners. Scand J Med Sci Sports. 2018; 28: 2164–2172. https://doi.org/10.1111/

sms.13228 PMID: 29846979

64. Messier SP, Martin DF, Mihalko SL, Ip E, DeVita P, Cannon DW, et al. A 2-Year Prospective Cohort

Study of Overuse Running Injuries: The Runners and Injury Longitudinal Study (TRAILS). Am J Sports

Med. 2018; 46: 2211–2221. https://doi.org/10.1177/0363546518773755 PMID: 29791183

65. Nigg BM, Baltich J, Hoerzer S, Enders H. Running shoes and running injuries: mythbusting and a pro-

posal for two new paradigms: ‘preferred movement path’ and ‘comfort filter.’ Br J Sports Med. 2015;

bjsports-2015-095054. https://doi.org/10.1136/bjsports-2015-095054 PMID: 26221015

66. Paquette MR, Miller RH. Reconciling new with old injury paradigms and the need to dig deeper–com-

ment on Nigg et al. Curr Issues Sport Sci CISS. 2018;0.

67. Nigg BM. The Role of Impact Forces and Foot Pronation: A New Paradigm. Clin J Sport Med. 2001; 11:

2. PMID: 11176139

68. Collins JJ, Whittle MW. Impulsive forces during walking and their clinical implications. Clin Biomech.

1989; 4: 179–187. https://doi.org/10.1016/0268-0033(89)90023-5

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 18 / 19

https://doi.org/10.1080/00221309809595548
https://doi.org/10.1080/00221309809595548
https://doi.org/10.1080/14763141.2018.1510538
https://doi.org/10.1080/14763141.2018.1510538
http://www.ncbi.nlm.nih.gov/pubmed/30274545
https://doi.org/10.1016/j.clinbiomech.2016.02.013
https://doi.org/10.1016/j.clinbiomech.2016.02.013
http://www.ncbi.nlm.nih.gov/pubmed/26945721
https://doi.org/10.1115/1.4038288
https://doi.org/10.1115/1.4038288
http://www.ncbi.nlm.nih.gov/pubmed/29080303
https://doi.org/10.1016/j.jsams.2012.08.002
https://doi.org/10.1016/j.jsams.2012.08.002
http://www.ncbi.nlm.nih.gov/pubmed/22921763
https://doi.org/10.1136/bjsports-2015-094579
https://doi.org/10.1136/bjsports-2015-094579
http://www.ncbi.nlm.nih.gov/pubmed/26644428
https://doi.org/10.1097/00005768-200009000-00018
http://www.ncbi.nlm.nih.gov/pubmed/10994917
https://doi.org/10.1249/01.MSS.0000117116.90297.E1
http://www.ncbi.nlm.nih.gov/pubmed/15076780
https://doi.org/10.1249/MSS.0b013e31817571ae
http://www.ncbi.nlm.nih.gov/pubmed/18685523
https://doi.org/10.1016/j.clinbiomech.2005.11.009
http://www.ncbi.nlm.nih.gov/pubmed/16427168
https://doi.org/10.1016/j.humov.2017.02.007
http://www.ncbi.nlm.nih.gov/pubmed/28237655
https://doi.org/10.1016/j.humov.2016.01.013
http://www.ncbi.nlm.nih.gov/pubmed/26827155
https://doi.org/10.1111/sms.13228
https://doi.org/10.1111/sms.13228
http://www.ncbi.nlm.nih.gov/pubmed/29846979
https://doi.org/10.1177/0363546518773755
http://www.ncbi.nlm.nih.gov/pubmed/29791183
https://doi.org/10.1136/bjsports-2015-095054
http://www.ncbi.nlm.nih.gov/pubmed/26221015
http://www.ncbi.nlm.nih.gov/pubmed/11176139
https://doi.org/10.1016/0268-0033(89)90023-5
https://doi.org/10.1371/journal.pone.0210000


69. Radin EL, Parker HG, Pugh JW, Steinberg RS, Paul IL, Rose RM. Response of joints to impact loading

—III. J Biomech. 1973; 6: 51–57. https://doi.org/10.1016/0021-9290(73)90037-7 PMID: 4693868

70. Simon SR, Radin EL. The response of joints to impact loading—II In vivo behavior of subchondral bone.

J Biomech. 1972; 5: 267–272. https://doi.org/10.1016/0021-9290(72)90042-5 PMID: 4269623

71. Davis IS, Rice HM, Wearing SC. Why forefoot striking in minimal shoes might positively change the

course of running injuries. J Sport Health Sci. 2017; 6: 154–161. https://doi.org/10.1016/j.jshs.2017.03.

013 PMID: 30356630

72. Giandolini M, Horvais N, Rossi J, Millet GY, Samozino P, Morin J-B. Foot strike pattern differently

affects the axial and transverse components of shock acceleration and attenuation in downhill trail run-

ning. J Biomech. 2016; 49: 1765–1771. https://doi.org/10.1016/j.jbiomech.2016.04.001 PMID:

27087676

73. Suresh S. Fatigue of Materials. Cambridge University Press; 1998.

74. Pollard CD, Ter Har JA, Hannigan JJ, Norcross MF. Influence of Maximal Running Shoes on Biome-

chanics Before and After a 5K Run. Orthop J Sports Med. 2018; 6. https://doi.org/10.1177/

2325967118775720 PMID: 29900183

75. Schaffler MB, Radin EL, Burr DB. Mechanical and morphological effects of strain rate on fatigue of com-

pact bone. Bone. 1989; 10: 207–214. https://doi.org/10.1016/8756-3282(89)90055-0 PMID: 2803855

76. Besier TF. The importance of measuring lower limb cumulative load in sport: a mechanobiological

approach. White Paper. 2018; Available: https://imeasureu.com/2018/02/26/measuring-lower-limb-

cumulative-load-sport/

77. IMU Research Papers. In: IMeasureU [Internet]. [cited 5 Sep 2018]. Available: https://imeasureu.com/

imu-research-papers/

78. RunScribe [Internet]. [cited 5 Sep 2018]. Available: https://runscribe.com/

79. Milestone Sports. In: MilestonePod [Internet]. [cited 5 Sep 2018]. Available: https://www.milestonepod.

com/explore/metrics/

80. Stridalyzer- Improve your Running Form. In: Stridalyzer by RetiSense [Internet]. [cited 5 Sep 2018].

Available: http://www.retisense.com/

81. Sensoria—FAQ [Internet]. [cited 7 Dec 2018]. Available: http://www.sensoriafitness.com/support/faq/

82. Edwards WB, Ward ED, Meardon SA, Derrick TR. The Use of External Transducers for Estimating

Bone Strain at the Distal Tibia During Impact Activity. J Biomech Eng. 2009; 131: 051009–051009–6.

https://doi.org/10.1115/1.3118762 PMID: 19388779

83. Peake JM, Kerr G, Sullivan JP. A Critical Review of Consumer Wearables, Mobile Applications, and

Equipment for Providing Biofeedback, Monitoring Stress, and Sleep in Physically Active Populations.

Front Physiol. 2018; 9. https://doi.org/10.3389/fphys.2018.00743 PMID: 30002629

84. Martin JA, Brandon SCE, Keuler EM, Hermus JR, Ehlers AC, Segalman DJ, et al. Gauging force by tap-

ping tendons. Nat Commun. 2018; 9: 1592. https://doi.org/10.1038/s41467-018-03797-6 PMID:

29686281

85. Schmitt S, Günther M. Human leg impact: energy dissipation of wobbling masses. Arch Appl Mech.

2011; 81: 887–897. https://doi.org/10.1007/s00419-010-0458-z

86. Clark KP, Ryan LJ, Weyand PG. A general relationship links gait mechanics and running ground reac-

tion forces. J Exp Biol. 2017; 220: 247–258. https://doi.org/10.1242/jeb.138057 PMID: 27811299

87. Derrick TR, Edwards WB, Fellin RE, Seay JF. An integrative modeling approach for the efficient estima-

tion of cross sectional tibial stresses during locomotion. J Biomech. 2016; 49: 429–435. https://doi.org/

10.1016/j.jbiomech.2016.01.003 PMID: 26803338

88. Meardon SA, Willson JD, Gries SR, Kernozek TW, Derrick TR. Bone stress in runners with tibial stress

fracture. Clin Biomech. 2015; 30: 895–902. https://doi.org/10.1016/j.clinbiomech.2015.07.012 PMID:

26282463

GRF metrics are not correlated to tibia load during running

PLOS ONE | https://doi.org/10.1371/journal.pone.0210000 January 17, 2019 19 / 19

https://doi.org/10.1016/0021-9290(73)90037-7
http://www.ncbi.nlm.nih.gov/pubmed/4693868
https://doi.org/10.1016/0021-9290(72)90042-5
http://www.ncbi.nlm.nih.gov/pubmed/4269623
https://doi.org/10.1016/j.jshs.2017.03.013
https://doi.org/10.1016/j.jshs.2017.03.013
http://www.ncbi.nlm.nih.gov/pubmed/30356630
https://doi.org/10.1016/j.jbiomech.2016.04.001
http://www.ncbi.nlm.nih.gov/pubmed/27087676
https://doi.org/10.1177/2325967118775720
https://doi.org/10.1177/2325967118775720
http://www.ncbi.nlm.nih.gov/pubmed/29900183
https://doi.org/10.1016/8756-3282(89)90055-0
http://www.ncbi.nlm.nih.gov/pubmed/2803855
https://imeasureu.com/2018/02/26/measuring-lower-limb-cumulative-load-sport/
https://imeasureu.com/2018/02/26/measuring-lower-limb-cumulative-load-sport/
https://imeasureu.com/imu-research-papers/
https://imeasureu.com/imu-research-papers/
https://runscribe.com/
https://www.milestonepod.com/explore/metrics/
https://www.milestonepod.com/explore/metrics/
http://www.retisense.com/
http://www.sensoriafitness.com/support/faq/
https://doi.org/10.1115/1.3118762
http://www.ncbi.nlm.nih.gov/pubmed/19388779
https://doi.org/10.3389/fphys.2018.00743
http://www.ncbi.nlm.nih.gov/pubmed/30002629
https://doi.org/10.1038/s41467-018-03797-6
http://www.ncbi.nlm.nih.gov/pubmed/29686281
https://doi.org/10.1007/s00419-010-0458-z
https://doi.org/10.1242/jeb.138057
http://www.ncbi.nlm.nih.gov/pubmed/27811299
https://doi.org/10.1016/j.jbiomech.2016.01.003
https://doi.org/10.1016/j.jbiomech.2016.01.003
http://www.ncbi.nlm.nih.gov/pubmed/26803338
https://doi.org/10.1016/j.clinbiomech.2015.07.012
http://www.ncbi.nlm.nih.gov/pubmed/26282463
https://doi.org/10.1371/journal.pone.0210000

