
© 2023 Journal of Medical Physics | Published by Wolters Kluwer - Medknow230

Abstract
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Introduction

Colonoscopy is an endoscopic procedure done by doctors 
to examine the large intestine of a person to find colorectal 
cancer or polyps using a tube with a light and camera. The 
captured images are influenced by the reflection of light, and 
this reflection is called specular reflection. Since removing 
specular reflection is significant for analysis, there needs to be a 
method to locate the reflected region and restore those regions. 
Other methods for colon screening are sigmoidoscopy[1] 
and virtual colonoscopy.[2] Sigmoidoscopy, which can be 
used only for examining larger part of the intestine, has its 
own complications, such as bleeding and inflammation of 
peritonitis. Whereas, virtual colonoscopy is a noninvasive 
approach that uses computed tomography Nuclear Magnetic 
Resonance (NMR) scan to find polyps at the early stage and 
treat them easily. If a lesion is detected, the colonoscopy 
procedure can remove the lesion. The failure of detecting colon 
cancer region leads to the patient’s life being in a critical stage. 
Thus, inpainting the specular reflection on the surface of the 
polyp is important for automated classification of polyp. The 
type of texture features is selected by the machine‑learning 

algorithm for training purposes. Segmenting the specular 
highlights in an image is either done by detecting gray scale 
intensity or color changes. After segmenting the specular 
highlights, the missing areas are filled. Depending on the 
application, different solutions exist for specular detection 
and inpainting.

There are several machine‑learning algorithms devoted to the 
identification of specular reflection and inpainting. Thomas[3] 
proposed a method for specular reflection removal based on 
specular deconvolution algorithms. For an image with complex 
texture, color segmentation still lack to segment correctly. 
There needs to be an alternative approach. Tan and Ikeuchi.[4] 
suggest a method to separate specular reflection components 
based on chromaticity‑based‑iteration with regard to logarithmic 
differentiation of the specular free image. Islam et al.[5] suggest 
a multistage approach for determining the specular reflection 
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detection and inpainting. The results are promising and can 
be used in multiple fields. A  detailed analysis of specular 
reflection detection has been reported by Jayasinghe et al.[6] 
Several researchers[7‑9] have introduced more complex models 
for removing reflection components from the collected specular 
reflection and inpainting. It has been observed that retrieval of 
specular reflectance from the initial stage of image analysis is 
important in many medical applications. This reflection from the 
image plane influences the quality of decision‑making, particularly 
in the domain of image classification. Identifying the specular 
reflectance region and reconstructing the missing region in an 
important problem is the computer’s vision. Image inpainting[10] 
is a process of reconstructing the missing or corrupted region 
in an image. This method can be broadly classified into two: 
diffusion‑based approaches and exemplar‑based approach. In 
this work, exemplar‑based image inpainting approach proposed 
by Criminisi[11] was chosen. The computational efficiency of 
this method was achieved by a block‑based sampling process.

Figure 1 shows the proposed architecture for polyp classification. 
First, the image inpainting is done on the polyp images. The 
second step is to extract suitable features for the classification. 
In this work, rotation invariant texture features were considered 
using Radon transform, fractal dimension (FD), and Zernike 
movement. Radon transform,[12] which is both a translation and 
rotation invariant, preserves variations in pixel intensities. In the 
Radon transform, a small number of directions is sufficient to 
characterize the properties of radon. In the study, the proposed 
feature selection method is first calculating the Radon transform 
angle as θ 45:90:135:180 from the output of the preprocessed 
image. Secondly, the output of the Radon transform is given as 
an input to FD and Zernike moments. FD refers to the dimension 
used for understanding the fractal characteristic present in a given 
image.[13] Here, FD was applied to the output of Radon transfer 
to obtain a single feature vector. The method applied to measure 
FD was Higuchi’s FD.[14] The last method considered for feature 
extraction was the Zernike polynomials. Zernike moments type 
features are rotation invariant that map an image into a set of 
complex Zernike polynomial, which represents the properties 
of the images with no overlap of information between various 
moments. By combining the feature vectors of Zernike moments 
and FD, 13 feature attributes of each image were obtained, and 
this feature set was passed to the classification module. For 
the classification, Extreme Gradient Boosting (XGBoost) was 
used, and it was compared with Light Gradient Boosting and 
the Random Forest algorithm. Classifying images using very 
few sample datasets has been actively researched in recent 

years. A  systematic and extensive overview of classification 
with small datasets was reported in.[15‑17] The remainder of this 
paper has been organized as follows: Section 2 discusses the 
methods considered for feature extraction and classification. 
Section 3 presents the experimental results and finally concludes 
with the future scope.

Materials and Methods

Datasets selection
In this study, images from CVC‑Clinic DB[18] and KVasir[19] 
datasets were used. CVC‑Clinic DB contains 31 short 
colonoscopy videos with a total of 612 images taken from 
23 patients. This database contains several examples of polyps 
and ground truth mask corresponding to the region covered by 
polyp with a resolution of 384 × 288. Kvasir‑SEG DB contains 
1000 polyp images under various class labels for classification 
purposes. The resolution of the Kvasir‑SEG varies from 
332 × 487–1920 × 1072. A total of 605 smaller sets of images 
were considered for the experiment; out of that, 550 images 
are from CVC‑Clinic, and 55 images are from KVasir dataset. 
For the experiment, the cropped image was normalized with a 
resolution of 300 × 300. The proposed method consists of three 
stages: preprocessing, feature extraction, and classification. 
Preprocessing aimed at performing image normalization and 
inpainting those images that contained specular reflection. The 
second stage was the feature extraction part which extracted 
features from the polyp images. These features were then used 
in the training and classification stage.

Specular reflection removal
Specular reflection refers to bright patches of pixels within the 
image during colonoscopy. Identifying such patches and their 
removal could enhance the performance of the classification and 
simplify the diagnostic procedure. Locating the bright patches 
in the images is challenging due to various illuminations. In 
this paper, a threshold based approach was adopted to locate 
the region, followed by a morphological operation. Figure 2 
shows a random image that contains a specular region, its mask 
region, and the result obtained after inpainting.

Once the region of interest was identified, the next step was to 
remove the specular reflection. A common approach in image 
inpainting is that the bright patches of pixels can be filled 
with similar texture in the surrounding region.[20] The method 
that was followed in this paper for filling the target region is a 
patch‑by‑patch operation based on exemplar. The selection of 

Figure 1: Proposed framework for polyp classification
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a patch that is a good candidate for inpainting was done based 
on isophote‑driven image sampling and the available known 
information about the patch. Figure  3 shows the structure 
propagation by exemplar‑based texture analysis.

Given the patch ψp, source φ and target region Ω and δΩ be 
its contour. We want to synthesize the area delimited by pΨ , 
such that p δ∈ Ω . The iterative algorithm works as follows: 
given the input image and every pixel has a confidence value 
C (p). First, we identify the boundaries. If there is a change 
in the previous iteration, the boundary region needs to be 
recalculated. Once this is done, the next step is to compute 
P (p), i.e. the priority of every pixel on this boundary.

P (p) = C (p). D (p).….….….….….….….….….….….….(1)

where C (p) is the confidence term and D (p) is the data term, 
defines as

C( )
( ) = pq

p

q
C p ∈Ψ ∩Ω

Ψ

∑
and

I .( ) = P PnD p
α

⊥∇

At the initial state C(p) = 0 p∀ ∈ Ω and C(P) =1 

p I∀ ∈ − Ω . Once the patch has done, next is to find the 
patch with highest priority ψp and fill the data extracted 

^
= argmax ( )tp

p P p
δ∈ Ω from the source region φ. So the best 

exemplar 
^

( ) = argmind( , )p qqΨ Ψ Ψ , where ( , )p qd Ψ Ψ is 
the distance between two patches. Once the best exemplar is 
identified, the value of each pixel to be filled, ^

' | '
p

p p
∩Ω

∈ Ψ

is copied from ( )
^
qΨ . Finally update the confidence value 

with the highest value.

Radon transform
Radon transform is a tool that is used in various applications 
such as medical imaging, radar imaging, and remote sensing 
applications. It is a projection of the gray level intensity value 

along a radial line at a specific angle ( , )ρ θ

0 0 0= cos + sinx yρ θ θ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑(2)

Which can be represented as

RT 0 0 0 0 0( , ) = ( ) ( cos + sin - )I x, y x yρ θ δ θ θ ρ∫∫ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑(3)

When ( )0 0x , y are fixed, then the sum over the sinusoid of 
equation 0 0 0 0 0= +x Cos y Sinρ θ θ in the random space will yield 
the intensity of the pixel at coordinate  ( )0 0x , y  in the image 
plane. In our approach, θ is considered at interval of 45° with 

min = 0θ and 0
max = 180θ .

Higuchi fractal dimension
FD refers to the dimension used for fractal characteristics and 
can be used for signal and image processing. In our approach, 
Higuchi FD method was applied to estimate the FD. This 
method is suitable for 1D discrete time series. The algorithm 
was computed as follows: the sample inputs are the values 
obtained from RT. Since θ varies from (0:45:180), there were 
5 discrete samples with a size of 273 each. The FD for each 
sample was calculated in the following ways.

F o r  a  g i v e n  t i m e  s e r i e s  (1) (2) ( )x ,x ,..,E N , t h e 
algorithm constructs k new time series for m  =  1, 2,….k

[ ] [ ] [ (( ) )k
mX = x m ,x m+ k ,.....,x m+int N - m) / k * k ,

where k and m are integers. The length of k
mX is defined as 

( )/

=1

| [ + ] - [ + ( - l) ] |
1= ,-1.

int(( - ) / )*

N -m k
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i

x m ik x m i k
L N
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N m k k

 
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 
  

∑ where N is the total 

number of samples and 
1

(int( ) ) )
N ,

N m / k * k
−

− the normalized 

factor. For the time interval k, L (k) is calculated as the mean 
of K values LK for 1,2,3,.m = ...k.The data should fall on a 
straight line with a slope equal to FD. Therefore, HFD is the 
slope of the line that fits the pair [ ] [ ]ln ln 1kL , / k .

Zernike moment
This Zernike movement is the mapping of an image into 
Zernike polynomials

-1 -1

=0 =0

+1= ( ) ( )
N N

*
n,m n,m

c r

nZ f c,r V c,r
Nλ ∑∑ ………………(4)

where 0n,m N∈ and N0 be nonnegative integers. For an 
image with size of N × N for 0 1σρ≤ ≤ and 2cr0 θ π≤ ≤ . 

Figure 3: Exemplar based texture analysis

Figure  2:  (a) Original image,  (b) mask of the specular region,  (c) 
superimposing the mask over the image, (d) inpainted image

dc

ba
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2
0cr N , f(c,r)∈ is the image function, v is the complex Zernike 

basis function and λN is the unit circle. Equ (4) can be rewritten 

as 
-1 -1

=0 =0

+1= ( )e cr

N N
jm

n,m n,m
c r

nZ f(c,r)R
N

θρσ
λ

−∑∑ and 
( )n,m .R is called 

radial polynomial and defined as
( -| |) / 2
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=0

( - )!= (-1)
+ | | - | |! - ! - !

2 2
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   
   
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∑
w h e r e  

and ρσ are θcr the transformed distance and phase at pixel (c, r).

2 2(2 +1) + (2 - +1)
=cr

c N r N
N

ρ
− …………….(5)

and -1 1- 2= tan
2 +1cr
N r
c N

θ − 
 − 

………………….(6)

Thus, the Zernike moments obtained from the above equation 

is a complex quantity. 2 2
nm zm zmZ = R + I , zm denotes the 

shape information or the feature obtained for specific Zernike 
moment (n) and the repetition factor (m). We can go for higher 
order moment for better accuracy.[21]

Classification model
Supervised learning methods have been used widely as 
a classifier in medical diagnosis of endoscopic images. 
Amayeh et al[22] utilizes support vector machine for automated 
colorectal polyp classification based on a clinical prediction 
model.  Surya Prasath[23] suggest a polyp recognition in 
capsule endoscopy using colon features based on chromaticity 
histogram integrated with Zernike movement. In the image 
classification task, the type of feature extraction directly 
affects the performance. Hence, selection of an efficient 
classifier becomes important in many applications. The 
XGBoost algorithm was applied to the feature set to predict 
the binary outcome (polyp/nonpolyp [NP]). The performance 
of the classifier was compared with Light Gradient Boosting 
Machine and Random Forest. From the literature survey, it was 
observed that XGBoost classifier can be used as a platform 
to predict the polyp images because it works well based 
on the relatively small dataset. It also does not require any 
assumption, regardless of the data distribution.[24] Suppose a 
given dataset contains n samples and k features, then we can 
represent it as { }( ) m

i i i iD = x , y | x R , y R∪ ∈ . The algorithm 
builds k subtrees satisfied by the expression

( )
t^(t)

k i k
k=1

y = f x , f F∈∑ ……………………….(7)
^(t -1)

i t i= y + f (x ) , where 1^(t )

iy
− is the sum of the predicted value 

of the previous iteration. F  is a set of decision tree, i.e.,

{ }( ) ( ) )m T
qF = f x = w x ,(Q : R T,w R→ ∈ ,  qw (x) i s  t h e 

weight of the leaf nodes. The main goal of XG Boost is to 
learn “k” subtrees and minimize the following regularized 
objectives

( ) ( ) ( )
n K^

i=1 k=1
L = l yi, yi + f kφ Ω∑ ∑ ,……………………………(8)

Where  f(k)Ω = 
21T + w

2
γ λ here l is a loss function between 

the estimated value 
^
yi and the true value yi.

)(
^(t) ^(t -1)

yi= yi + fk xi which is sum of predicted value of the 

previous iteration. Thus
n ^(t -1)

t k
i=1

L( )= l( yi + f (xi), yi)+ (f )θ Ω∑  
since XGBoost carries out Taylor series of the objective 
function, removing the higher order leads to the objective 
function.

( ) ( ) ( )i
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(t) 2

i i i t i i t k
i=1

1L = l y , y + g f x + h f (x) + f
2

  Ω  
∑ where  gi 

and hi are the first and second derivatives of loss function. 
Since the residual between prediction score ^(t -1)

iy and yi does 
not affect optimization so modified as:

1
2

n
(t) 2

i t i i t i k
i=1

L = g f (x )+ h f (x ) + (f )  Ω  
∑ ……………….(9)

the iterative process of the tree model finally transformed to 

iteration of the leaf node and the optimal score is j*
j

j

G
w =

H +
−

λ
where 

1

jI

j j
i=

G = g∑ and 
1

jI

j j
i=

H = h∑ substituting this we obtained 

the final objective function 1
2

2T
j

j
j=1 j

G
O = + T

H +
− γ

λ∑ a fine tune 

of hyper‑parameter is needed that require additional time to 
get the final solution.

Results

The image set for the experiment consists of 605 images, out of 
which 227 images belong to polyps (P) and 378 images belong to 
NP; the set was used to build both the training set and testing set. 
A total of 363 samples from both categories (N/NP) were considered 
for the training set, with the test size having a varying sample set 
of 20%, 30%, 40%, and 50%, respectively. A framework was 
developed with a smaller dataset for classification to demonstrate 
that the framework can achieve improved performance compared 
to a traditional tree‑based classifier.

The performance of the proposed framework was evaluated in 
terms of Precision, Recall, and F‑measures. Finally, there was 
a comparison made with others’ work in terms of accuracy, 
sensitivity/recall and specificity. Features were generated 
from the colonoscopy images. First, the input image was 
normalized, inpainted, and the preprocessed image was sent 
to the feature extraction module. Figure 4 shows the results 
of a random set of images after the preprocessing stages. The 
output of the preprocessing stage was first processed by the 
Radon transform, and the output of the Radon transform is a 
single vector feature value that was given to the FD module. 
Here, the technique considered was Higuchi FD. The output 
of the FD was combined with various higher order Zernike 
moments obtained from Zernike module to form a feature set 
of size (605 × 13). This feature set was passed to the classifier 
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module. The aim was to obtain an efficient classification result 
that could correctly classify both polyp and NP images and 
evaluate them in terms of Precision, Recall, and F‑measure. 
It was observed that by varying the testing samples with a 
ratio of 20%, 30%, 40%, and 50%, there was an improvement 
in the evaluation matrix when both XGBoost and Light 
XGBoost classifiers were applied with a reduced sample 
set. But in the case of Random Forest, the Precision, Recall 

and F‑measure score was lower than or almost same in few 
polyp test cases. This shows the performance improvement of 
gradient boost algorithm compared to traditional tree‑based 
approach. This is because, in gradient boosting, the goal is to 
train multiple trees one stage at a time to correct the error of 
the previous fitted one, which, thus, improves the performance. 
LightGBM[25,26] can accelerate the training process by several 
times when compared to XGBoost, but both achieve almost 

Figure 4: (a) Original image, (b) masked image, (c) overlap image, (d) inpainted image

Table 1: Performance measure of extreme gradient boosting and light extreme gradient boosting

Test 
size

Task (binary 
classification)

Method

XGBoost Light XGBoost

Precision Recall F‑measure Precision Recall F‑measure
20 Polyp 0.93 0.87 0.90 0.95 0.85 0.90

NP 0.92 0.96 0.94 0.91 0.97 0.94
30 Polyp 0.92 0.84 0.88 0.94 0.82 0.88

NP 0.90 0.95 0.93 0.89 0.96 0.93
40 Polyp 0.88 0.87 0.88 0.87 0.85 0.86

NP 0.92 0.93 0.93 0.91 0.92 0.92
50 Polyp 0.90 0.90 0.90 0.90 0.88 0.89

NP 0.94 0.94 0.94 0.93 0.94 0.93
NP: Nonpolyp, XGBoost: Extreme gradient boosting

dcba
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the same accuracy. It is evident from Tables 1 and 2 that even 
if the test samples are reduced, a significant test result can be 
achieved when compared to Random Forest.[27] Table 2 reveals 
the F‑measure score for varying tree sizes (100, 80, 60, and 40). 
In all cases, the algorithm generated a classification accuracy of 
0.57 ± 92.3 (standard deviation ± mean) in all three classifiers. 
This demonstrates that the proposed framework is a stable one 
for the purpose of polyp classification.

Figure 5 shows the overall performance of the three methods 
in terms of accuracy and specificity. The X‑axis represents the 
sample ratio of the dataset during the classification phase. It 
was observed that in the case of Light XGBoost, the maximum 
score obtained for accuracy was 93% and for specificity, it 
was 95% when the test size was 20. Similarly, in the case of 
XGBoost, the maximum score achieved for accuracy and 
specificity was 92% and 93%, respectively, when the test 

Table 2: Performance measure for random forest

Test 
size

Class RF

Tree size=100 Tree size=80 Tree size=60 Tree size=40

Precision Recall F‑measure Precision Recall F‑measure Precision Recall F‑measure Precision Recall F‑measure
20 Polyp 0.95 0.85 0.90 0.95 0.83 0.89 0.95 0.85 0.90 0.95 0.89 0.92

NP 0.91 0.97 0.94 0.90 0.97 0.94 0.91 0.97 0.94 0.93 0.97 0.95
30 Polyp 0.93 0.78 0.85 0.86 0.96 0.91 0.93 0.73 0.82 0.93 0.78 0.85

NP 0.87 0.96 0.91 0.86 0.96 0.91 0.84 0.96 0.90 0.87 0.96 0.91
40 Polyp 0.94 0.80 0.86 0.94 0.77 0.85 0.95 0.80 0.87 0.92 0.76 0.84

NP 0.89 0.97 0.92 0.88 0.97 0.92 0.89 0.97 0.93 0.87 0.96 0.91
50 Polyp 0.92 0.83 0.87 0.88 0.81 0.84 0.92 0.80 0.86 0.91 0.79 0.84

NP 0.90 0.96 0.93 0.89 0.93 0.91 0.89 0.96 0.92 0.88 0.95 0.91
NP: Nonpolyp, XGBoost: Extreme gradient boosting, RF: Random forest

Figure 5: Overall performance of various models in terms of accuracy and specificity. XGBoost: Extreme gradient boosting, RF: Random forest

dc

b

f
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size was 20 and 50. Similarly, for Random Forest, by varying 
tree sizes, it was observed that with a tree size of 100, the 
accuracy was 92%, whereas specificity achieved was 95%. 
When the tree size was changed with various sizes  (100, 
80, and 40), there was a change in variation in the accuracy 
during the classification. It has been observed that the type of 
feature selection with the proposed framework using gradient 
boosting technique is promising and can be considered a 
suitable candidate for polyp classification. Table  3 shows 
a comparison with the current state of the art in terms of 
accuracy, sensitivity, and specificity for our proposed model. 
The values of the proposed methods are the ones from the 
testing set during the experiment. It has been observed that 
this approach offers more flexibility with the reduced dataset 
for polyp classification.

Conclusion

This work proposed a framework for computer‑aided diagnosis 
of polyp classification based on scale‑invariant feature sets with 
small datasets using three different classifiers. The features 
considered for the study show that the performance of the 
classifier was computationally efficient in terms of Precision, 
Recall, and F‑measure. The test case was conducted with 
varying sizes, and it was observed that XGBoost and Light 
XGBoost achieved an accuracy of 92% and specificity of 93% 
for polyps. The results are promising, and the framework can 
be useful for the analysis of colonoscopy images.
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