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Abstract

The response-related medial-frontal activity (MFN) is often supposed to reflect action-monitoring and error-processing
activity. The present force-production task was designed to investigate the effects of two response parameters (i.e., peak
response force and time-to-peak, TTP) on the MFN separately. In a 262 design (high vs. low target force and short vs. long
TTP), 22 participants had to produce isometric force pulses to match one of four conditions (e.g., a high target force with
a long TTP). Significant main effects of both target force and target TTP were revealed. As previously shown, the MFN
amplitude was higher in the high target-force condition than in the low target-force condition. Contrary to the initial
expectations, a long TTP had the effect of reducing the MFN amplitude. There was no error-specific effect on the MFN. The
force-unit monitoring model (FUMM) is suggested to account for the force- and TTP- specific variations of MFN amplitude,
latency and slope.
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Introduction

Action monitoring is an important cognitive function. It controls

the coordination and the adjustment of behavioral processes to

prevent negative outcomes like response errors. Many studies have

investigated how the cognitive system monitors the selection and

execution of (erroneous) distinct actions like left-hand and right-

hand responses (e.g., [1]), but only a few studies have focused on

the effects of (erroneous) continuous movement parameters like the

magnitude of response force on the monitoring activity [2–5]. In

everyday life, the production of the appropriate degree of force is

an important and sometimes challenging task. The motor system

often has to adapt instantaneously. For example, the consequences

would be enormous if a neurosurgeon uses the scalpel with an

incorrect degree of force while cutting into a patient’s prefrontal

cortex, or if a crane operator produces an incorrect force on the

joystick while loading a container of toxic waste. Therefore, a fast

and well-functioning force-sensitive monitoring system is inevitably

required. However, error detection seems to be much more

demanding in continuous tasks compared to distinct motor tasks.

There is some evidence in the literature that the medial-frontal

cortex is involved in force monitoring [2–5].

The medial-frontal cortex, in particular the anterior cingulate

cortex (ACC), is assumed to play an essential role in action

monitoring (e.g., [6,7]), and has been revealed as the neural

generator of the error(-related) negativity (Ne/ERN) [8]. The Ne/

ERN is a negative component in the event-related potential (ERP),

peaking between 50 and 100 ms after response errors [1,4], and it

has been suggested that it reflects an internal error detection signal

[1] or response-conflict monitoring [9]. Several studies also

reported an Ne/ERN-like component after correct responses

(correct-response negativity; CRN), for example, in ambiguous

response situations (e.g., a flanker task [10]). As the two ERP

components seem to be generated in the rostral areas of the ACC

and are thus assumed to reflect the same (or at least similar)

processing mechanisms [11], we use the label MFN to refer to

these two components as medial-frontal negativity in the following (see

also [12]).

In a four-choice force-production task, de Bruijn et al. [3]

investigated the effects of different force magnitudes and force

production errors on the monitoring activity systematically. The

participants had to decide between a left-hand and a right-hand

response and between a low or high target force (low target force:

14% to 26% of maximum voluntary force, MVF; high target force:

32% to 56% of MVF). The MVF for each index finger was

assessed at the beginning of the experiment to define specific force

criteria separately for each participant. In contrast to previous

studies [4,5], de Bruijn et al. [3] reported a higher MFN

amplitude after responses in the high target-force condition than

in the low target-force condition, and suggested that the

monitoring system is sensitive to the force magnitude. The authors

further differentiated between different force-error types: only

errors of force selection (i.e., the exerted response force was opposite

to the target force; e.g., in the low target-force condition, the

response force was too high) but not errors of force execution (i.e., the

exerted response force was incorrect, but not opposite to the target

force; e.g., in the low target-force condition, the response force was

too low) led to a higher MFN amplitude. The authors assumed

that only errors of force selection could be detected by the

monitoring system, because the exerted response force differed

strongly from the target force, and hence involved an incorrect

choice between discrete behavioral processes (i.e., responding with
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a low or a high response force). As the exerted response force of

the errors of force execution differed only slightly from the

required target force, the monitoring system was not able to detect

the deviation and the MFN amplitude did not increase.

In our previous study [2], we tried to support a force-error

sensitive monitoring system in a unimanual force production task

(to prevent the additional appearance of hand errors) by using

similar target-force conditions (low target force: 15% to 25% of

MVF; high target force: 34% to 56% of MVF). However, we did

not find a higher MFN amplitude after forceful responses than

after weak responses, and there was no difference between the

MFN amplitudes after force errors and correct responses, in-

dicating that the monitoring system might be insensitive to the

effects of force magnitude and force errors.

Objective of the Present Study
Due to the contradictory results of the above-mentioned studies

[2,3], we wanted to investigate the effects of force productions on

the monitoring system more specifically. Although the two studies

used similar individual target-force ranges (see above), which had

to be reached by the peak of the force pulses, the temporal

dynamics of the force productions, as reflected by the time

between the response onset and the peak of the force pulse (time to

peak, TTP), were not controlled. The observed TTP variations

within and between the two studies ([2]: low target force:

13669 ms; high target force: 174611 ms; [3]: low target force:

154645 ms; high target force: 192662 ms) indicate that different

force production mechanisms might have been involved in the

different tasks as postulated in the parallel force unit model (PFUM)

[13].

According to the PFUM, a force pulse, and therefore a specific

response force, is produced by the sequenced activation of force

units. A force unit implies the activation of a motor neuron,

innervating specific muscle fibers. The authors of the PFUM [13]

suggested different mechanisms for reaching a specific response

force. The activated force units can vary in either number (the

more force units are activated, the higher the response force) or

duration of activation (the longer the force units are activated, the

higher the response force) to exert a specific response force (for

details see [13,14]). Even if the same maximum response force is

exerted with either of these two mechanisms, the corresponding

force-time curves will not show the same dynamics. A prolonged

activation of the set of force units affects the slope of the force-time

curve negatively (i.e., it becomes less steep) and the TTP increases.

This means that if two force pulses show similar response forces

but different TTPs (as mentioned above, [2–3]), two different

mechanisms might have been involved in the force productions.

Applying the assumptions of the PFUM to our previous study

[2], the behavioral findings (a rather short mean TTP and small

standard deviation) indicated that the force production mainly

resulted from variations in the number of activated force units

compared to de Bruijn et al.’s study [3]. The high standard

deviations of TTP in their study indicate that different types of

force production mechanisms were involved in the two target-force

conditions. Thus, high response forces might have been produced

by prolonging the duration of activation of the force units. As the

authors reported a higher MFN amplitude after high response

force (including correct responses in the high target-force

condition and errors of force selection in the low target-force

condition) than after low response forces, the monitoring system

might be sensitive to the different force production mechanisms.

This would indicate a relationship between the monitoring system

and temporal adjustments of force productions indicated by longer

TTPs. One could assume that the later the target force was

reached, the longer monitoring was necessary. Findings of longer

MFN latencies after responses with prolonged TTPs (i.e., errors of

force selection compared to correct responses [3], and responses

with a high response force compared to the low response force [2])

also supported this assumption. These considerations raised the

question of whether the ACC monitors the temporal adjustments

of the force-production mechanisms instead of monitoring the

correct or incorrect selection of force magnitude.

In the present study, we aimed to investigate the relationship

between the MFN and force-production mechanisms by system-

atically varying the maximum of the response force and the TTP.

If the monitoring system is sensitive to temporal adjustments of

force-production mechanisms, it should increase its activity after

responses with a long TTP compared to a short TTP, as long

TTPs imply a prolonged activation of the force units (see PFUM

[13]). If the monitoring system is sensitive to the force magnitude,

responses with a high response force would result in a higher MFN

than responses with a low response force, irrespective of the force

production mechanism (i.e., after short and long TTPs). Finally, it

might be a combination of both mechanisms.

Although force-specific error processing is not the main research

question of the present study, we wanted to compare our data with

the results of former studies [2–5] and thus, investigated errors of

force production additionally. In order to increase the accuracy of

force production in combination with long and short TTP, we

employed a blocked design (i.e., one target force/target TTP

within a block, for details see Method). Due to this modification

the error types in our study are different from the errors in these

studies. We cannot differ between error of selection and error of

execution but between an error opposite to the target force (target TTP)

and an error not opposite to the target force (target TTP).

Methods

Participants
Twenty-two participants (12 females), all students from the

Georg August University of Goettingen, were tested in the present

study. The participants were paid (J 7.50 per hour) or received

course credits for their participation. Their ages ranged from 19 to

33 years (mean 6 SD: 2360.8 years). All participants were right-

handed and reported normal or corrected-to-normal vision.

Informed written consent was given. This study was approved

by the ethics committee of the German Psychological Association

(DGPs).

Procedure and Experimental Task
In order to provide the formation of an internal representation

of the target-force and target-TTP ranges and therefore a high

amount of correct force pulses, the participants practiced the

experimental task (without EEG application) the day before the

EEG experiment. For the sake of brevity, we only describe the

procedure of the EEG experiment. The two experimental sessions

differed only in the number of practice and experimental trials.

Practicing force pulses. The session started with two

practice trials for each index finger to accustom the participants

to producing brisk, isometric force pulses in each trial with force

sensitive response keys (see below; sampling frequency: 250 Hz).

The waveforms of the force pulses were simultaneously presented

on the monitor to provide simultaneous visual feedback on the

performance. On average, the participants were able to produce

three force pulses within each practice trial (i.e., 5000 ms). The

next trial was initiated by a key press with the resting hand. Each

force-time curve was further controlled for deviations (i.e., multiple

or long-lasting peaks, an incomplete resolution of the force pulse),

Response Force and Medial-Frontal Negativity
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which were shown to the participants, and it was explained that

such responses had to be excluded from further analyses.

Maximum voluntary force. In order to calculate individual

target forces, the MVF was determined for each index finger

separately by pressing the force key as hard as possible without

moving the forearm. The key press was indicated for 300 ms by

three parallel crosses (visual angle of 0.5u), which were surrounded

by a continuously present white frame (horizontal angle of 2.4u
and vertical angle of 1.9u) in the center of a black screen. The

MVF was calculated by averaging seven trials for each hand. A

low target force was defined as 20% of the MVF and a high target

force as 45% of the MVF. We defined two target-force ranges, for

which the widths were set according to Weber’s law (k=DR/R), to
account for the different task difficulties between the high and low

response forces. Higher response forces lead to higher standard

deviations which means that it is more difficult to hit the required

target force (e.g., [15,16]; for a simulation study see [17]). The

range widths (DR) were calculated by setting R as the calculated

target force (20% or 45% of the MVF) of each hand and k=0.5

(see [18–19]; low target-force range: 15–25% of the MVF; high

target-force range: 34–56% of the MVF). The short target-TTP

range was set from 113 to 188 ms and the long target-TTP range

from 300 to 500 ms, as our preliminary experiments had shown

acceptable performance rates for these values and ranges [18].

Practicing the target forces and target TTPs. In order to

provide a high level of task performance, several practice trials

were conducted before the experiment began. The range of each

target force was presented as a horizontal bar and the range of

each TTP as a vertical bar in the force-time diagram for visual

feedback (see Figure 1A). The range of the TTPs was presented

with response onset, as they could not be calculated before

response onset. The participants were again instructed to produce

brisk, isometric force pulses that should peak within the presented

target-force range or within the presented TTP range (examples of

correct, incorrect, and excluded force pulses are given in

Figure 1A). The target forces and target TTPs were practiced in

two trials for each target force, TTP, and hand.

The combinations of each target force with each target TTP

comprised the four experimental conditions (i.e., low–short, low–

long, high–short, high–long), which were practiced in two further

practice trials for each hand (i.e., the force pulse had to peak

within the rectangle of the target-force and target-TTP ranges; see

Figure 1B).

Experimental trials. The experimental trials had to be

performed by each participant without the simultaneous pre-

sentation of the force-time curve in order to prevent the effects of

monitoring of the visual information. The experiment comprised

16 blocks (30 trials per block), that is, four blocks (two for each

hand) for each condition. Within one block only one of the four

conditions was realized. The first five trials of each block served as

practice trials and were excluded from further analyses. Hence,

100 trials per condition were presented, resulting in 400

experimental trials.

A row of three white crosses (+++) on a black background was

presented for 300 ms as an imperative stimulus in the center of the

white frame. Each of the four conditions was performed in two

consecutive blocks with the left and the right hand. The order of

the conditions (i.e., of the blocks) was fully balanced between the

participants. Visual feedback was presented 2000 ms after the

stimulus onset, indicating whether the exerted force pulse was

within the corresponding target ranges. A correct force production

was indicated by the appearance of a green frame for 600 ms, and

an incorrect force production by a red frame.

In order to provide precise feedback, knowledge of results (KR)

was given for 1200 ms after feedback offset by the presentation of

the exerted force pulse in the force-time diagram including the

target rectangle colored in red or green (see Figure 1B). Thus, KR

indicated, for example, whether the exerted force pulse peaked too

late (i.e., the force-time curve peaked on the right side of the target

field, cf. Figure 1B) or was too weak (i.e., the force-time curve

peaked under the target rectangle). The offset of the KR was

initiated by a key press and the next trial started after 1200 ms.

The instructions emphasized response speed and accuracy equally.

Data Acquisition
Behavioral data. Behavioral data were recorded by means of

force-sensitive keys. Each key was composed of a plastic cuboid

(110 6 19 6 2 mm) attached to a spring steel plate held by an

adjustable metal clamp at one end. During the experiment, the

fingertip of the index finger rested on the cuboid at the open end.

The response force of the index finger was measured by strain

gauges at the fixed end. The analogous signal was digitized at

a sampling rate of 500 Hz for an interval of 3100 ms starting with

the frame presentation. Each apparatus was fixed to a board to

adjust the keys to the length of the forearms and palms, which

rested on the boards. The boards were located on the left and right

sides of the computer screen. In order to maintain the participant’s

posture during force production, an adjustable chin rest was

provided (fixed at 56 cm from the screen) at a convenient height.

Reaction time (RT) was defined as the temporal interval from

stimulus onset to the first point in time exceeding a response force

of 50 cN. The parameters of the force productions were measured

by the maximum of the response force (peak force, PF), which is

defined as the peak amplitude of the force-time curve in each trial,

and by the temporal delay between the response onset and the

time of reaching the PF (TTP).

As the dependent behavioral measures, the percentage of

correct responses (PCR), mean RT, mean TTP, and mean PF

were determined separately for each participant.

Electrophysiological data. The EEG was recorded from 27

scalp electrode sites (FP1, FP2, F7, F3, Fz, F4, F8, FT7, FC3, FCz,

FC4, FT8, T3, C3, Cz, C4, T4, CP3, CPz, CP4, T5, P3, Pz, P4,

T6, O1, O2) according to the standard international 10–20 system

[20]. The Ag/AgCl electrodes were referenced against the right

mastoid. Vertical and horizontal electrooculograms (EOG) were

recorded from electrode positions supra- and infra-orbital to the

right eye and 2 cm lateral from the outer canthi. Electrodes were

re-referenced off-line against algebraically linked mastoids. The

EEG was continuously recorded at a sampling rate of 500 Hz

using a NeuroScan Inc. data acquisition unit. A band-pass filter

(0.10 Hz –70 Hz) was employed for all channels.

The electrophysiological data were averaged by using (a) the

response onset and (b) the TTP as references. The EEG was

analyzed off-line with epochs ranging from 400 ms before until

600 ms after response onset. A baseline period of 100 ms

preceding the response onset was used before the averaging (for

both response- and TTP-locked averaging). All data were screened

for artifacts, and contaminated trials exceeding maximum/

minimum amplitudes of 6150 mV were rejected. Influences of

eye movements were eliminated by applying an ocular correction

algorithm [21]. Average waveforms were further smoothed by low-

pass filtering below 20 Hz.

A current source density (CSD) analysis of the ERP waveforms

was performed. The CSD analysis accounted for the curvature of

the head using a spline algorithm [22–24]. The signal is

independent of the location of the reference and the effect of

neighboring currents is reduced. The CSD signals were computed

Response Force and Medial-Frontal Negativity
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for each electrode site by taking the second derivative of the

distribution of the voltage over the scalp.

As dependent electrophysiological measures, amplitudes and

latencies of the MFN were determined separately from individual

mean CSD-ERP waveforms for the Target Force (low, high),

Target TTP (short, long), and Response Type (correct, incorrect).

The MFN was determined at FCz, where it was most prominent

(see Results). The response-locked MFN amplitude was defined as

the mean, rectified amplitude for the CSD-ERP waveforms within

a time window from 0 to 200 ms after response onset. The

latencies of the response-locked MFN were defined separately as

the period of time between the response onset and the peak

amplitude (determined in the range of 0 to 150 ms after response

onset). In addition, we investigate the component’s rise and decay

by slope estimates. They were yielded in each condition by fitting

a regression line from baseline to peak (rise) and from peak to

baseline (decay). For the TTP-locked analyses, we used a peak-to-

peak analysis as the intervals to determine the peak amplitude as

the peak latency of the component strongly differ between the

conditions.

Statistical Analyses
All statistical analyses involved analyses of variance (ANOVAs)

with repeated measures for behavioral and electrophysiological

data. A two-way ANOVA was conducted for mean PCR,

including the within-subject factors Target Force and Target TTP.

Three-way ANOVAs were calculated separately for mean RT,

mean TTP, mean PF, MFN latencies, mean amplitudes of the

MFN, and slopes of MFN including the within-subject factors

Target Force, Target TTP, and Response Type. The levels of

significance were adjusted to correct for possible violations of

sphericity [25]. All reported post-hoc tests were Tukey’s HSD

tests. The level of significance was set as p,.05.

Results

Behavioral Data
Figure 2A depicts the mean force-time curves of the correct

responses separately for each target force and target TTP. Figure 2

B–C shows the mean force-time curves of the different errors types

(for details of the analyses, see below). The mean response rates

(PCR and error rates) and standard errors of means (SEM) of the

correct and different incorrect responses for each condition are

presented in Table 1. In 2.6% of all trials either no response was

given or the response was not a proper isometric force pulse. A

two-way ANOVA performed on the PCR revealed a significant

main effect of Target Force, F(1, 21) = 28.0, p,.001. The PCR

was higher for responses in the high target-force condition

(69.062.2%) than in the low target-force condition (58.762.9%;

p,.001). Target TTP had no main effect on PCR (p..1). A

significant interaction between Target Force and Target TTP, F(1,

21) = 4.8, p,.05, showed that the difference in PCR between the

low and high target-force conditions was higher in the short

(13.3%) than in the long (7.3%) TTP condition (Table 1, first

column; p,.01). We did not perform a separate analysis for the

different incorrect responses as they are not independent.

The mean RTs, TTPs, PFs, and SEMs of the correct and

incorrect responses (averaged across all error types) of all

conditions are presented in Table 2. The three-way ANOVA

revealed an effect of Target Force on RT, F(1, 21) = 25.3,

p,.001. The responses were faster in the high target-force

condition (295622 ms) than in the low target-force condition

(318623 ms). No further significant main effects or interactions

were obtained.

The three-way ANOVA for TTP revealed a significant main

effect of Target TTP, F(1, 21) = 694.0, p,.001. As expected, mean

TTP was longer in the long target-TTP condition (39768.8 ms)

than in the short target-TTP condition (15363.7 ms). In addition,

there were significant main effects of Target Force, F(1, 21) = 19.7,

p,.001 and Response Type, F(1, 21) = 6.0, p,.05, revealing

longer mean TTP in the high target-force condition (28565.7 ms)

compared to the low target-force condition (26665.0 ms), as well

as longer mean TTP for incorrect responses (28267.5 ms) than for

correct responses (26962.6 ms). A significant interaction of Target

Force and Response Type, F(1, 21) = 10.5, p,.01, revealed that

the longest TTPs occurred for incorrect responses in the high

target-force condition (29668.8 ms) compared to all remaining

conditions (high target force: correct responses: 27362.9 ms; low

target force: correct responses: 26462.7 ms, incorrect responses:

26767.8 ms; all ps ,.001). A further significant interaction of

Target Force and Target TTP, F(1, 21) = 6.4, p,.05, showed that

mean TTP in the long target-TTP condition was longer for strong

responses (411610.1 ms) than for weak responses (38369.0 ms;

p,.001). The three-way interaction between Target Force, Target

TTP, and Response Type, F(1, 21) = 5.1, p,.05, further revealed

the largest difference in TTP between correct and incorrect

responses for the high target-force, long target-TTP condition

(Table 2, second column, p,.01). No further significant in-

teraction was obtained.

The three-way ANOVA conducted on PF showed a significant

main effect of Target Force, F(1, 21) = 466.6, p,.001. The

responses were stronger in the high target-force condition

(1034639.3 cN) than in the low target-force condition

(489615.9 cN). A main effect of Response Type, F(1, 21) = 9.1,

p,.01, showed that the incorrect responses (779631.2 cN) were

stronger than the correct responses (744623.8 cN). A three-way

interaction between Target Force, Target TTP, and Response

Type, F(1, 21) = 4.6, p,.05, revealed that the error-specific

increment of PF was shown for all target-force and target-TTP

conditions (all ps ,.01) except for the high target-force, long

target-TTP condition (Table 2, third column, p..1). No further

significant main effects or interactions were found.

Electrophysiological Data
Figure 3A shows the CSD-ERP waveforms as a function of

Target Force and Target TTP for correct and incorrect

responses at the FCz electrode site, as the current-source

density map (Figure 3B) show a clear fronto-central distribution

for all conditions. The Target Force had a significant effect on

the mean (rectified) MFN amplitude, F(1, 21) = 16.4, p,.001.

The MFN amplitude was higher after responses in the high

target-force condition (0.12860.012 mV/cm2) compared to the

low target-force condition (0.10160.008 mV/cm2). A further

significant main effect of Target TTP was also found, F(1,

21) = 39.5, p,.001. This revealed that the MFN amplitude was

smaller after responses in the long target-TTP condition

Figure 1. Visual feedback of the force-time diagrams. (A) Force-time diagrams of the first practice trials including the target-force ranges
(shaded areas) for 20% and 45% of MVF (upper panels) and target-TTP ranges for 150 ms and 400 ms (lower panels). A correct and an incorrect
response, as well as an insufficient, excluded force pulse, are depicted. (B) Force-time diagrams for the four experimental conditions obtained by the
combinations of the two target-force and the two target-TTP ranges.
doi:10.1371/journal.pone.0054681.g001
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(0.14160.013 mV/cm2) compared to the short target-TTP

condition (0.08960.008 mV/cm2). No further significant main

effects or interactions were found. The same effects were

obtained by analyzing the usual ERP waveforms and also using

a peak detection method (0 to 150 ms after response onset). For

the sake of brevity these results are not reported.

The three-way ANOVA performed on the MFN latencies

yielded a significant main effect of Target Force, F(1, 21) = 4.6,

p,.05. The MFN peaked later after responses in the high

target-force condition (5765.0 ms) compared to the low target-

force condition (5164.5 ms). A significant interaction was

shown for Response Type and Target Force, F(1, 21) = 4.6,

p,.05. The correct responses in the high target-force condition

(6065.1 ms) were significantly higher than in all the other

conditions (correct low target force: 5165.1 ms; incorrect low

target force: 5165.4 ms; incorrect high target force:

5265.4 ms). No further significant main effects or interactions

were obtained.

Visual inspection showed variations in the rise and the decay of

the MFN components across conditions (Figure 3A). Therefore,

we also performed two further three-way ANOVAs for the slopes

of the ascending parts and the slopes of the descending parts. The

Target Force affected the rise of the MFN amplitude, F(1,

21) = 7.4, p,.05. The ascending slopes were larger in the high

target-force condition (0.005860.0003 mV/[cm2?ms]) than in the

low target-force condition (0.004260.0002 mV/[cm2?ms]). The

Target TTP had also a significant effect on the rise of the MFN

amplitude, F(1, 21) = 25.4, p,.001, with a larger ascending slope

for short (0.007460.0006 mV/[cm2?ms]) than for long target TTP

(0.002760.0002 mV/[cm2?ms]). No further significant effects were

found.

For the descending slopes of the decay of the MFN amplitudes,

a significant main effect of Target Force was revealed, F(1,

21) = 8.9, p,.01. A less negative descending slope was found for

the low target-force condition (20.002960.0002 mV/[cm2?ms])

compared to the high target-force condition

(20.004260.0002 mV/[cm2?ms]). The Target TTP had a highly

significant effect on the descending slope, F(1, 21) = 25.7, p,.001,

with a more negative slope for the short TTP

(20.0045760.0003 mV/[cm2?ms]) than for the long TTP

(20.0025260.0002 mV/[cm2?ms]). No further significant main

effects or interactions were found.

Figure 2. Mean force-time curves. Time-locked to response onset as a function of target force and target TTP for (A) correct responses, (B) errors
of the opposite force production and (C) errors of the opposite TTP production.
doi:10.1371/journal.pone.0054681.g002

Table 1. Mean response rates and standard errors of means (6 SEM) of correct and incorrect responses as a function of Target
Force (low, high) and Target TTP (short, long).

Target TTP Correct [%] Pure Force Error[%] Pure TTP Error [%] TTP-Force Error [%]

Low Target Force

Short 56.862.8 Total 16.661.6 Total 17.561.5 7.561.1

Too week 3.560.6 Too short 9.161.9 0.2–3.01

Too strong 13.061.7 Too long 8.461.7

Long 60.663.5 Total 11.961.3 Total 19.162.0 4.961.0

Too week 1.760.5 Too short 11.862.3 0.6–2.61

Too strong 10.261.4 Too long 7.361.4

High Target Force

Short 70.162.0 Total 13.961.2 Total 11.961.2 2.860.5

Too week 6.460.8 Too short 2.860.9 0.1–1.91

Too strong 7.561.1 Too long 9.161.4

Long 67.963.0 Total 7.961.0 Total 16.661.8 3.060.5

Too week 4.661.1 Too short 6.961.5 0.5–1.21

Too strong 3.360.8 Too long 9.761.7

Note: The values do not add up to 100% because of the excluded responses (i.e., no response and no isometric force pulses);
1Ranges of the percentage of the four combined TTP-Force error types (e.g., too weak and too short).
doi:10.1371/journal.pone.0054681.t001
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Error Types
Response-locked average. As mentioned earlier, we could

not differentiate between errors of force selection and errors of

force execution in the present task, because no selection process

was required in the blocked design. Thus, we tried to differentiate

between errors opposite to the target force/target TTP (e.g., high target

force, but too weak response) and errors not opposite to the target force/

target TTP (e.g., high target force but too strong response). As in

some of the twelve error conditions only five participants showed

an acceptable number of errors not opposite to the target, we decided to

contrast only errors opposite to the target with correct responses.

Although there was no force selection in the present task, errors

opposite to the target were obtained similarly compared to the MFN-

increasing error types of de Bruijn et al.’s study [3]. In the

following, we denoted these error types as errors of the opposite

force and errors of the opposite TTP.

Figure 4A shows the mean CSD-ERP waveforms as a function

of Target Force and Response Type. The errors of the opposite force

(too strong for the low target force and too weak for the high target

force, Figure 4A left panel) were averaged across the two TTP

conditions as the number of error trials was too small for separate

analyses. Analogously, the correct-response trials were also

averaged across TTP conditions. In order to exclude a confound-

ing effect of an unequal number of error trials, chi2 tests were

performed. These analyses showed no significant differences

between the long and the short TTP condition for correct or

incorrect responses (for all comparisons, chi2 ,1.0).

The two-way ANOVA for the mean MFN amplitudes yielded

a significant main effect of Target Force, F(1, 21) = 14.2, p,.001.

The post-hoc analyses showed that the MFN amplitude was

significantly smaller in the low target-force condition

(0.11860.011 mV/cm2; p,.05) than in the high target-force

condition (0.15160.012 mV/cm2). There was no further signifi-

cant difference in the MFN amplitude.

We further investigated errors of the opposite TTP (too short in the

long TTP condition and too long in the short TTP condition,

Figure 4 A right panel) and compared these errors types with

correct responses. The conditions were averaged across the two

force conditions. The number of trials did not differ significantly

for the high and the low target-force condition (for all compar-

isons, chi2 ,1.0).

The two-way ANOVA showed a significant main effect of

Target TTP, F(1, 21) = 23.4, p,.001, with smaller MFN

amplitudes for the long (0.08160.009 mV/cm2) than for the short

TTP condition (0.10760.010 mV/cm2). The interaction of Re-

sponse Type and Target TTP was also significant, F(1, 21) = 4.2,

p,.05. The difference between the long (0.06160.011 mV/cm2)

and the short TTP condition (0.10260.017 mV/cm2; p,.05) was

only significant for correct trials. There was no further significant

difference (too short in the long condition: 0.11060.016 mV/cm2;

too long in the short condition: 0.10560.021 mV/cm2).

Time-to-peak Locked Average
The CSD-ERP waveforms were also averaged with respect to

the TTP to investigate the MFN previous to the force peak

(Figure 4B, left panel). Due to the TTP-locked averaging

procedure and the high variability in the shape characteristics of

the waveforms, we performed a peak-to-peak analysis to determine

the MFN amplitude in the following. The two-way ANOVA

including the errors of the opposite force revealed a significant main

effect of Response Type, F(1, 21) = 23.7, p,.001, showing a higher

MFN amplitude for incorrect (0.28760.025 mV/cm2) than for

correct (0.15960.017 mV/cm2) responses. The significant in-

teraction of the two factors, F(1, 21) = 10.9, p,.01, showed that

the error ‘‘too strong’’ (0.33060.034 mV/cm2) was significantly

higher than the correct weak response (0.13560.015 mV/cm2;

p..001). However, the difference in the high target-force

condition was reversed (correct: 0.24360.016 mV/cm2; too weak:

0.11860.021 mV/cm2; p,.05).

The two-way ANOVA including the errors of the opposite TTP

(Figure 4B, right panel) showed a significant effect of Response

Type, F(1, 21) = 12.1, p,.01, with a higher MFN amplitude after

incorrect (0.30760.032 mV/cm2) than after correct responses

(0.21560.027 mV/cm2). The target TTP had also a significant

effect on the MFN amplitude, F(1, 21) = 21.6, p,.001, with

a higher MFN amplitude after short (0.30360.031 mV/cm2) than

after long TTP (0.21860.024 mV/cm2). Finally, there was also

a significant interaction between Response Type and Target TTP,

F(1, 21) = 5.2, p,.05. The post-hoc analyses showed that the

correct responses in the long TTP condition (0.13260.017 mV/
cm2) showed the smallest MFN amplitude compared to the other

three conditions (incorrect long: 0.29760.034 mV/cm2; correct

short: 0.30460.042 mV/cm2; incorrect short: 0.30960.039 mV/
cm2, for all comparisons, ps ,.01).

Discussion

In the present study, we investigated the relationship between

two response parameters in a force-production task (i.e., PF and

TTP) and the activity of the action-monitoring system reflected by

the MFN. Previous studies reported inconsistent findings on

whether this system monitors the accuracy of force productions.

Whereas one study [3] reported increased monitoring activity after

forceful responses (also for erroneous responses) compared to weak

responses, our previous study [2] could not support these findings.

As the two studies controlled the maximum force of the responses

(PF) but not the time to reach this maximum (TTP), we suggested

that different force-production mechanisms might have been

involved in the different tasks. According to the PFUM [13],

a higher response force can be produced by prolonging the

duration of the force unit activation (i.e., an increased TTP of

a force pulse) or by increasing the number of activated force units

(i.e., no effect on TTP). Based on the comparison of the TTP

Table 2. Mean reaction times (RTs), time-to-peaks (TTPs),
peak response forces (PFs), and standard errors of means (6
SEM) for correct and incorrect responses as a function of
Target Force (low, high) and Target TTP (short, long).

Target TTP Response Type RT [ms] TTP [ms] PF [cN]

Low Target Force

Short Correct 314625.8 14462.3 466614.7

Incorrect1 317623.5 15366.3 507617.7

Long Correct 319622.7 38464.7 468614.8

Incorrect1 324624.2 381614.2 515620.1

High Target Force

Short Correct 287622.5 15062.3 1027633.4

Incorrect2 283620.9 16765.4 1076642.6

long Correct 305623.9 39665.3 1015634.8

Incorrect2 305624.6 426615.2 1019654.5

1including errors of the opposite force and errors of the not-opposite force;
2including errors of the opposite and errors of the not-opposite TTP.
doi:10.1371/journal.pone.0054681.t002
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variation in the two studies [2,3], we hypothesized that the

number and the duration of force units might affect the MFN

amplitude and the MFN latency differentially. To test this

hypothesis, we varied the two response parameters separately.

Effects of Force Magnitude on the MFN
In contrast to our previous study [2] but in line with de Bruijn

et al. [3], we found a clear difference in MFN amplitude between

the high and the low target-force condition. The performance

rates (ranging from 57% to 70%) demonstrate that the participants

were capable of producing the target forces and the target TTPs.

Differences between the present study and our previous study

might be a result of performance differences, resulting from the

employed precuing paradigm (i.e., precuing valid and invalid

target-force information; PCRs: 650%). The present results

indicate that the participants were able to establish a representation

of the correct degree of the required force, which is necessary for

successful internal error detection [26,27]. However, no difference

between correct and incorrect responses in MFN amplitude was

revealed in the first analysis of the present data after averaging

across the different error types. Due to the present paradigm, we

could distinguish twelve different error-type conditions, but the

low number of trials in some conditions made it impossible to

analyze them separately. However, as the errors of the opposite

force (according to de Bruijn et al. error of selection) but not of the

not-opposite force (according to de Bruijn et al. error of execution)

had an increasing effect on the MFN amplitude [3], we performed

a second set of analyses by contrasting correct responses with

errors of the opposite force (as genuine errors of force selection

could not occur in the present blocked design), which was the most

frequent error type. However, there was no error-specific

difference on the MFN amplitude in the response locked data.

Only in the TTP-locked analysis, a difference between correct and

incorrect response trials was revealed. Only in the low target-force

condition, a significant higher MFN amplitude for errors of the

opposite force (i.e., too strong responses) compared to correct weak

responses was revealed. In the high target-force condition,

converse findings were obtained, meaning that a slightly smaller

MFN amplitude was shown for errors of the opposite force (i.e.,

too weak responses) compared to correct strong responses.

Interestingly, de Bruijn et al. [3] also showed an increase of

MFN for too strong responses, however, the MFN after too weak

Figure 3. Grand average ERP waveforms and current density maps. (A) Grand average waveforms of event-related potentials at the FCz
electrode site, time-locked to response onset, as a function of target TTP and Response Type (including all error types). Waveforms are shown
separately for the low force condition (left panel) and high force condition (right panel). (B) Current-source density maps show the general scalp
distribution of cortical activity of the correct responses separately for target forces (low, high) and target TTPs (short, long) in an interval from 50 ms
to 500 ms after response onset.
doi:10.1371/journal.pone.0054681.g003
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responses was not increased but also slightly, but not significantly

decreased (see their Figure 3). The present results indicate that the

degree of force is the crucial variable for the degree of MFN

amplitude in a force-production task and that the degree of force

can also account for the seemingly error-specific effect. The

different findings of the previous studies might be due to

controlling for TTP, as TTP turned out to be an MFN affecting

variable (for more discussion, see below).

Based on the scalp distribution and the temporal occurrence of

the MFN component, we assume that the component reflects the

same or at least a similar processing system as Ne/ERN and CRN.

In accordance with several studies [28,29,9], we could demon-

strate that the MFN might represent more than the activity of

error processing. It is important to note that our data did not

disprove the possibility of successful force-error detection in

specific force-production tasks (e.g., producing a tone of a specific

loudness with a piano key by a practiced piano player), but most

likely much more practice than two one-hour sessions might be

required to learn the specific threshold of a correct, forceful

response.

Effects of TTP on the MFN
The relationship between the temporal dynamics of force

productions and the MFN amplitude was examined by a systematic

variation of TTP. As high response forces, which lead to an

increase of MFN amplitude [3], are usually accompanied by long

TTPs (e.g., [30]), we assumed that the monitoring system might be

sensitive to temporal adjustments of force productions, and not

(only) to the force magnitude per se. According to the assumptions

of the PFUM [13], a slow rising time of a force pulse (i.e., long

Figure 4. Grand average ERP waveforms for correct responses and errors of force selection. Grand average waveforms of event-related
potentials at the FCz electrode site, (A) time-locked to response onset for (left panel) correct responses and errors of the opposite force and (right
panel) for correct responses and errors of the opposite TTP, (B) time-locked to TTP onset for (left panel) correct responses and errors of the opposite
force and (right panel) for correct responses and errors of the opposite TTP.
doi:10.1371/journal.pone.0054681.g004
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target-TTP condition, here: 300 to 500 ms after response onset) is

accomplished by the prolongation of force-unit activation. Thus,

we assumed that the monitoring activity increases because it is

required for a longer period and we hypothesized that there would

be a higher MFN amplitude after responses with a long TTP than

after those with a short TTP (here, 113 to 188 ms after response

onset), irrespective of the target-force condition. Regardless of the

averaging procedure (response locked or TTP locked; Figures 3,

and 4), an MFN appeared in all conditions. In contrast to our

predictions, however, the present data clearly demonstrate that the

MFN amplitude after responses with a long TTP was smaller than

the MFN amplitude after responses with a short TTP. These

findings indicated that the ACC is activated for a longer period in

long TTP trials (see also longer MFN latencies) but with a smaller

maximum.

The second analysis contrasting correct responses with errors of

the opposite TTP showed a higher MFN amplitude in the too-

short TTP condition compared to the correct long TTP condition

but a smaller MFN amplitude for the too-long TTP condition

compared to the correct short TTP condition. Thus, the

monitoring system seems to be highly sensitive to the time

required to reach the force magnitude (i.e., the longer the TTP the

smaller the MFN) but not to the erroneous timing. Similar to the

detection of the use of incorrect force parameters, the error

detection of timing parameters of a response is possible but seems

to be rather difficult, too. This was demonstrated by an RT-error

detection task [31], in which the response-locked averaged MFN

was only increased when a given response was extremely beyond

a defined RT deadline (fourth quartile of the RT error

distribution, i.e., .250 ms). The deviation of the incorrect TTP

was much smaller (approximately 650 ms) in the present study.

The presented relationship between the MFN amplitude and

the magnitude of the response force, as well as the duration

required to reach the maximum force, indicates increased

monitoring activity with increasing force and reduced monitoring

activity with prolonged force productions. Three alternative

theoretical considerations are presented in the following.

Ballistic vs. Guided Response Processing
One could assume that the ACC monitors ballistic response

processes (required to produce force pulses with a short TTP)

but not guided response processes (required to produce force

pulses with a long TTP; see also [2]). Ballistic processes are

defined as motor processes comprising a sequence of motor

commands, which are assumed to be inevitable after their

initiation. Guided processes, in contrast, are defined as

controlled motor processes, which often use peripheral feedback

to allow the adjustment of movements (e.g., [14]). Some authors

assumed that the MFN-related monitoring process did not rely

on peripheral feedback, as the MFN peaks too early to be

influenced by peripheral feedback processes (see [32,33]). They

argued that it takes about 100 ms for a visual or a pro-

prioceptive feedback to affect an ongoing movement [34].

Another study [35] showed that the error-related MFN can be

elicited without peripheral feedback, because the MFN was also

present after response errors in a deafferented patient. However,

the authors [35] also argued that the time taken to affect the

cortex should be considered and not the time taken to affect the

movement. As cortical activation can be measured 20 ms after

nerve stimulation in terms of somatosensory ERPs in primary

motor and sensory areas [36], which also show connections with

the ACC (for reviews, see [37,38]), peripheral information is

able to have fast access to the ACC but it is not necessary to

evoke MFN. Thus, two different kinds of monitoring loops

might be involved in monitoring short and long force pulses. If

the correct production of a force pulse with long TTP requires

peripheral feedback, one can assume that the additional

feedback loops (in a range of 300 to 500 ms one can assume

several loops) need more time than monitoring of a ballistic

response, where no peripheral feedback is required. This might

reduce the monitoring activity but not totally inhibit monitoring

in long TTP trials.

In typical tasks investigating error processing (like a flanker task,

Stroop task or other types of choice-reaction tasks) usually ballistic

rather than controlled responses are required. Thus, a strong

variation of response force and/or TTP is usually not given.

Nevertheless, the response force or the TTP in a choice-reaction

task might vary even without an explicit instruction due to

differential experimental parameters. For example, it was shown

that parameters like response conflict [9], stimulus probability

[39], or the uncertainty of accuracy [40,41] affect the MFN

amplitude. Research on response force showed that the temporal

uncertainty of stimulus presentation or variations in response

preparation led to stronger responses [42,43]. Furthermore,

stimulus duration and stimulus intensity [44], and also response

conflict [45], are related to the variations in the degree of response

force. The MFN after response errors (i.e., Ne/ERN) is doubtless

related to error processing in the above-mentioned tasks; however,

some of the observed (unexplained) variations in Ne/ERN and

CRN might be related to different variations in physical effort

during response execution.

Effects of Error Salience
Differences in the subjective significance of the responses could

also explain the non-error-specific difference in the MFN

amplitude (e.g., [4,46]), indicating that the medial-frontal cortex

is also involved in the evaluation of behavior (for an overview, see

[47]). This consideration is supported by the structure of the ACC,

which also shows - besides multifunctional connections involving

sensory afferents and pathways to motor areas - connections to the

limbic system (for reviews, see [48,49]). Effects of the significance

of response errors on the MFN were investigated by the use of

a four-choice flanker task to employ different significant responses

errors [50]. If the response error followed a flanker stimulus, it

should be more important to the participants compared to

a response error committed after a non-flanker stimulus, because

it was violating the task’s goal of ignoring the flanker, which could

be supported by their findings.

An effect of the significance or purposiveness of force magnitude

on the activity of the motor cortex (lateralized readiness potential)

was investigated by the following task [51]. After the participants

were instructed to pull a trigger at an easy, unspecified force level

(non-purposive response), they had to pull the trigger with an exact

target force (purposive task), which was defined by the mean

response force from the prior non-purposive task. The authors

revealed that a specific response force led to a higher neuronal

activity in the motor cortex in terms of motor-related potentials if

it was purposive or significant to the participants. This is an

interesting result, as high response forces were previously found to

result in a higher activation of the motor cortex than low response

forces (e.g., [52,53]; for a converse finding, see [18]).

The participants in the present study might also have sub-

jectively interpreted the responses in the high target-force

condition as being more important, which would have resulted

in the higher MFN amplitude after forceful responses compared to

weak ones. As the findings on this effect are ambiguous [2–5], the

influence of the functional significance of force magnitudes might

be an explanation, and should be investigated more specifically.
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Force Unit Monitoring Model
The variations in shape and dynamics of the MFN component

(slopes, area) across the conditions were also an interesting finding.

The analysis of the slopes of the components’ rises and decays

supported that the long TTP condition is accompanied by

a significant slower increase and decay (see also Figure 3A),

indicating a smaller maximal but prolonged monitoring activity.

The MFN latencies additionally supported this consideration by

longer peak latencies for the long TTP condition compared to the

short TTP condition, with the longest peak latency for the correct

high target force, long TTP condition. Based on the theoretical

framework of the PFUM [13], the present data suggest that the

ACC activity might also be differentially sensitive to the number and

the duration of the activated force controlling motor units but

different from our original expectations. In the following, we

present a simple, descriptive mathematical model to account for

the present findings (Figure 5).

Two hypothetical activation functions of two force units (FU1

and FU2) with the same magnitude but different durations are

illustrated in Figure 5A. Following the PFUM [13], we postulate

that the activation of force units with a short duration (FU1) occurs

for the short TTP condition and the activation of force units with

a long duration (FU2) occurs for the long TTP condition. Based on

the employed percentage of MVF for the two conditions, we

assume that about 33.3% of all force units fire in the low force

condition and about 50.0% do so in the high force condition.

Thus, the resulting force pulse is based on the summation of the

activated force units across time (t):

forcepulse(t)~
XnFU

i~1

aFUi
(t)

where nFU is the number of simultaneously activated force units (in

the present numerical example, 33 or 50) and aFU is the activation

of the force units (FU1 or FU2). A gamma function was used to

simulate the activation function of the FU in our example, as

gamma functions are mathematical functions that seem to be well-

suited to representing physiological processes [54]. Figure 5B

depicts the resulting four force pulse functions, which show a rather

good (qualitative) fit with the empirical force data (Figure 5E).

It seems reasonable that more or fewer ACC neurons might be

involved, depending on the task-specific physical effort expended on

the monitoring system because more force producing motor units

(FUs) and thus muscle fibers have to be monitored. The neural link

between the dorsal ACC and the primary motor cortex as well as

supplementary motor cortex [55] might be the crucial pathway

between the FUs and the force-unit monitoring ACC units (here,

Figure 5. The force-unit monitoring model. Simulated data. (A) Two gamma functions with the same peak amplitude representing the force-
unit activation for the short TTP (FU1) and the long TTP (FU2) condition. (B) The resulting function from the summation of the two 33 and 50 FU
functions, representing the low and high target-force conditions and the short and long target-TTP conditions. (C) Two gamma functions with the
same area under the curve representing the monitoring unit activation for the short TTP (MU1) and the long TTP (MU2) condition. (D) The resulting
functions from the summation of the two 33 and 50 MU functions. Empirical data. (E) Mean force-time curves, time-locked to the response onset
(0 ms) as a function of target force and target TTP. (F) Grand average waveforms of event-related potentials as a function of target TTP and target
force.
doi:10.1371/journal.pone.0054681.g005
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MUs, i.e., a number of ACC neurons). In the following, we

postulate that some monitoring units (MUs) within the ACC are

more or less activated depending on the physical effort spent on

the task. Based on the difference between the shapes of the force-

time curves and the shapes of the MFN component, the MUs seem

to follow a different activation pattern compared to the FUs. One

could assume that the activation of a MU can differ in peak

amplitude, peak latency, rise, and decay. The differences between

the MU1 and MU2, in our descriptive example, are that MU1

(short monitoring) shows a steeper rise and a steeper decay and

a higher peak amplitude compared to MU2 (long monitoring).

Furthermore, assuming that the same monitoring activity is

required in both units, but in different time periods, we postulated

that the two areas under the curve (i.e., the integral of MU1 equals

the integral of MU2) are equal (see Figure 5C). This would

account for the reduction of the peak as well as slower rise and

decay as shown for longer TTPs (correct and incorrect). Similar to

the computation of force pulses, we assumed that the resulting

monitoring activity is based on a summation of the activated MUs

across time (t):

monitoringactivity(t)~
XnMU

i~1

aMUi
(t)

where nMU is the number of currently activated MUs (analogously,

33 or 50) and aMU is the activation of the MUs (MU1 or MU2).

Figure 5D shows the resulting curves, which fit the characteristics

of the MFN amplitude rather nicely in the different conditions

(Figure 5F). Hence, the largest MFN peak amplitude was observed

in the high-target force/short-TTP condition, followed by the low-

target force/short-TTP condition, high-target force/long-TTP

condition, and low-target force/long-TTP condition. Further-

more, the variation in the time of rise and in the time of decay

across the four conditions is also in line with the empirical data.

The slowest time of decay was observed for the high-target force/

long-TTP condition. Thus, using the force-unit monitoring model

(FUMM), we were able to describe the MFN activity in a similar

way to how the production of force was described by PFUM, and

to describe how a prolonged TTP led to a decreased MFN

amplitude but not to generally impaired monitoring.

The FUMM is able to explain TTP- and response-force-related

effects as well as the seemingly error-specific effects in the present

study and the findings of de Bruijn’s research group [3]. The two

studies found a higher MFN after too strong responses compared

to correct weak responses (i.e. errors of the opposite force).

Furthermore, a smaller MFN amplitude for too weak responses

compared to correct strong responses was shown in the present

study. According to the model, more MUs were activated in the

error trials ‘‘too strong’’ and fewer MUs were activated in the error

trials ‘‘too weak’’.

An interesting question is whether the FUMM can explain the

finding of weaker response force for hand errors than for correct

responses [56,57], which seems to contrast with the fact that

usually there is a higher MFN after hand errors. It is important to

note that a weaker response force for hand errors is discussed to be

an indicator of an error correction/compensation mechanism [4].

The participant detects the hand error, tries to withhold the

response during the execution, and hence responds less strongly.

In that case, it is not the participant’s task to produce a specific

amount of force, and force monitoring is less (or not) required. The

error detection of a hand error is more salient than force

monitoring, as was demonstrated by de Bruijn et al. [3]. Perhaps

there is an overlap of the hand error related activity and the

smaller force unit (monitoring) activity, which can be separated in

future simulation studies.

Our new model can also contribute to the ongoing controversial

discussion of whether Ne/ERN and CRN reflect general action

monitoring activity, response-conflict monitoring or error-related

information processing. In our understanding, Ne/ERN and CRN

reflect the activity of general action monitoring, with error

detection as one important part of successful action monitoring.

Error detection can only be successful if clear and well distinguish-

able definitions/representations or ‘‘correct’’ and ‘‘incorrect’’

response parameters exist. In more challenging motor tasks, these

representations have to be established across a longer period. The

important contribution to this discussion is that a mathematical

model, even this rather descriptive mathematical model (in its

present form), provided unequivocal and thus testable assump-

tions. The FUMM can be tested by experimental variation as well

as simulation studies. It can be combined with assumptions of

other models of Ne/ERN like the response-conflict model [9] or

the reinforcement-learning theory [58] by including additional

parameters. Furthermore, to our knowledge the FUMM is the first

model which provides predictions for the entire MFN activity and

its dynamic, not only for the peak of the component. The FUMM

model is also in line with recent findings that the ACC is sensitive

to behavioral adaption in terms of continuous updating [59]. The

FUMM and its general mathematical approach can be adapted to

different tasks and experimental settings. As mentioned above,

force is usually not a crucial variable in tasks investigating the

MFN (Ne/ERN, CRN); nevertheless, the physical effort can vary

across the tasks depending on different experimental parameters.

Besides physical effort, in future approaches one could also model

variations in cognitive effort, for example, like the variations in

error salience or engagement in a trial [35,60].

Conclusions
The present study provides strong evidence for a relationship

between force-production parameters (magnitude and TTP of an

isometric force pulse) and the response-related MFN. These

findings support the idea that the ACC activity, as reflected in the

MFN component, in addition to its well-documented error-specific

sensitivity, is also sensitive to variations in response dynamics. We

presented a new mathematical model, the FUMM, which is able

to explain the increasing effect of force magnitude on the MFN

amplitude and the decreasing effect of TTP prolongation on the

MFN amplitude by assuming slightly reduced but prolonged

activation of monitoring units.
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36. Bötzel K, Ecker C, Schulze S (1997) Topography and dipole analysis of
reafferent electrical brain activity following the Bereitschaftspotential. Experi-

mental Brain Research 114: 352–361.
37. Paus T (2001) Primate anterior cingulate cortex: Where motor control, drive and

cognition interface. Nature Reviews Neuroscience 2: 417–424.

38. Vogt BA, Finch DM, Olson CR (1992) Functional heterogeneity in cingulate
cortex: The anterior executive and posterior evaluative regions. Cerebral Cortex

2: 435–443.
39. Suzuki K, Shinoda H (2011) Probability effects of response and stimulus on

error-related negativity. Neuroreport: For Rapid Communication of Neurosci-

ence Research 22: 902–905.
40. Scheffers MK, Coles MGH (2000) Performance monitoring in a confusing

world: Error-related brain activity, judgments of response accuracy, and types of
errors. Journal of Experimental Psychology: Human Perception & Performance

26: 141–151.
41. Pailing P, Segalowitz S (2004) The effects of uncertainty in error monitoring on

associated ERPs. Brain and Cognition 56: 215–233.

42. Mattes S, Ulrich R (1997) Response force is sensitive to the temporal uncertainty
of response stimuli. Perception & Psychophysics 59: 1089–1097.

43. Mattes S, Ulrich R, Miller J (1997) Effects of response probability on response
force in simple RT. Quarterly Journal of Experimental Psychology: Section A

50: 405–420.

44. Stahl J, Rammsayer TH (2005) Accessory stimulation in the time course of
visuomotor information processing: Stimulus intensity effects on reaction time

and response force. Acta Psychologica 120: 1–18.
45. Kantowitz BH (1973) Response force as an indicant of conflict in double

stimulation. Journal of Experimental Psychology 100: 302–309.
46. Hajcak G, Holroyd CB, Moser JS, Simons RF (2005) Brain potentials associated

with expected and unexpected good and bad outcomes. Psychophysiology 42:

161–170.
47. Ridderinkhof KR, Ullsperger M, Crone EA, Nieuwenhuis S (2004) The role of

the medial frontal cortex in cognitive control. Science 306: 443–447.
48. Devinsky O, Morrell MJ, Vogt BA (1995) Contributions of anterior cingulate

cortex to behaviour. Brain: A Journal of Neurology 118: 279–306.

49. Öngür D, Price JL (2000) The organization of networks within the orbital and
medial prefrontal cortex of rats, monkeys and humans. Cerebral Cortex 10:

206–219.
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