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Abstract: The plasticity of responses to drugs is an ever-present confounding factor for all aspects
of pharmacology, influencing drug discovery and development, clinical use and the expectations
of the patient. As an introduction to this Special Issue of the journal IJMS on pharmacological
plasticity, we address the various levels at which plasticity appears and how such variability can be
controlled, describing the ways in which drug responses can be affected with examples. The various
levels include the molecular structures of drugs and their receptors, expression of genes for drug
receptors and enzymes involved in metabolism, plasticity of cells targeted by drugs, tissues and
clinical variables affected by whole body processes, changes in geography and the environment, and
the influence of time and duration of changes. The article provides a rarely considered bird’s eye view
of the problem and is intended to emphasize the need for increased awareness of pharmacological
plasticity and to encourage further debate.

Keywords: pharmacological plasticity; drug discovery; receptor expression; metabolic enzymes; cell
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1. Introduction

Whether as a patient taking a prescribed medicine, a laboratory researcher assessing
the results of an experiment or a physician considering the best therapy to prescribe for a pa-
tient, most of us are aware that pharmaceutical therapies do not always give the responses
we want or expect. The challenge lies in the fact that the search for new drugs, the devel-
opment of robust test conditions and the assessment of clinical conditions that may affect
responses to drugs are all subject to many confounding factors. These interfering variables
can markedly influence the desired or expected drug response leading to pharmacological
plasticity. This term is defined very broadly in this review as the outcome of the influence
of any internal or external variables or processes on the presence or extent of the desired
response to a therapeutic drug. Such influences can arise from poorly controlled conditions,
genetic background, ongoing disease processes or variability within the studied population,
whether cells, animals or human subjects. As scientists, we recognize that variability can be
controlled when the mechanisms are understood, investigational approaches standardized,
and internationally accepted guidelines introduced and followed. Consequently, many
proposals have been made in recent years to improve the reproducibility and quality of
drug testing, to enhance translatability to the clinic and to increase understanding of the
factors that modify clinical responses to drugs [1–6]. However, science is essentially re-
ductionistic and we all try to simplify our approaches to scientific issues. It is, therefore,
crucial that awareness is raised about the various factors that contribute to the complexity
of pharmacological plasticity and the approaches that can be taken to control them, so that
the interpretation of pharmacological responses is facilitated. A first attempt to explain
the breadth of plasticity was made in a recent article [7] and the publication of this Special
Issue on pharmacological plasticity draws attention to some of these matters. The present
reviewaddresses some of the multiple levels of pharmacological plasticity and clinical
variables to consider, as an introduction to the subject, together with approaches taken to
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limit plasticity. The discussion is by no means comprehensive but offers a bird’s eye view
and is intended to encourage further debate.

2. Levels of Plasticity

As shown in Table 1, there are several different levels of potential plasticity in responses
to drugs.

Table 1. Confounding variables which lead to plasticity of drug responses.

Level of Plasticity Confounding Variables Mitigation

Molecular structure Drug structure, target structure
and folding

Computerized drug design,
neural networks, robust

screening methods, allosteric
modulators, guidelines,

drug repurposing

Gene expression

Drug target molecule
polymorphism, receptor

molecule sensitivity,
epigenetic changes

Tissue expression profiling,
genotype-phenotype

association, pharmacogenetic
testing, AI analyses

Drug metabolism

Enzyme polymorphisms, sex
differences, product feedback

inhibition, reactive metabolites,
diet, exercise, drug–drug

interactions and polypharmacy

Formulation and targeting,
AOPs, genotyping,

biomarkers, AI analyses

Cell plasticity

Phenotype changes, ribosome
heterogeneity, wind-up, EMT

transition, cell senescence,
malignant transformation,

disease processes

Varied dosing regimen,
genotyping, biomarkers,

AI analyses

Tissue plasticity

Cardiovascular-metabolic,
neuronal-immune,

neuroendocrine and
chronobiology, viral-epigenetic,

sex, experimental conditions
and reagents

Varied dosing regimen,
AI analyses,

pharmacogenetic testing

Environment Geographic ethnicity,
diet, travel

Gene locus screening,
AI analyses

Time

Age and aging, disease stage,
drug timing, duration and
hysteresis, tachyphylaxis

and tolerance

Varied dosing regimen,
patient-tailored algorithms,

allosteric modulators,
pharmacogenetic testing

2.1. Molecular Structure

The first level is perhaps the most obvious, namely, variations in the structure of drugs
and their receptors or target molecules. For more than a century, chemists and more recently,
molecular biologists and protein engineers have been systematically modifying drug
structures and analyzing structure–activity relationships (SAR) to improve and optimize
drug responses or reduce metabolism [8,9]. The use of computer-assisted drug design has
vastly enhanced this process, which is still driven by the chemist’s own assessment of the
likelihood of a pharmacophore being therapeutically effective. Such selection has become
possible, independent of structural analysis of ligand docking to the receptor, for instance,
using deep learning networks based on large-scale data, to enable drug–target interaction
prediction and de novo drug design, as described by Wankyu Kim in this IJMS Special
Issue [10]. Nevertheless, outcomes are still not entirely predictable. This is seen from the
recent finding that the Curevac COVID-19 vaccine, which used unmodified mRNA, was
not as effective as expected, in comparison to the other two widely used mRNA vaccines,
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which incorporated an mRNA nucleotide called pseudouridine instead of uridine to reduce
inflammatory side effects [11]. Because of side effects, the Curevac vaccine had to be
used at a lower dose than planned. To avoid such costly late-stage disappointments in
the development of a pharmaceutical, it is recommended to introduce rigorous robust
methodology in the initial preclinical compound screening and target validation [2].

Another widely taken approach is to develop allosteric modulators, which modulate
a molecular target protein by acting at a site remote to the endogenous ligand binding
site. Such drugs include the anxiolytic/sedative benzodiazepines which act allosterically at
ion-linked GABA-A receptors [12], and some compounds acting at nicotinic acetylcholine
receptors which alter receptor folding [13]. These agents often have the advantage that
they avoid adverse events related to direct target binding, as found with cannabinoid
antagonists [14]. Such off-target binding of a drug can also induce undesired adverse
effects, but unexpected actions can also lead to potential novel uses, as indicated by Li et al.
in an article in this IJMS Special Issue [15].

2.2. Expression of Drug Target Genes

A major source of variation in drug responses is the individual alteration in the
expression of therapy relevant target genes [16]. This can range from mutations in infectious
agents, leading to altered virulence—as with the SARS-CoV-2 virus by which we have all
been affected—to changes in disease-related target enzymes. This whole field has recently
been reviewed for responses to anticancer drugs [17].

On the one hand, this altered gene expression can be due to somatic mutations,
resulting in polymorphic differences between individuals in the structure and expression
of drug target proteins, such that the same drug acting at these receptors will cause
more pronounced or less pronounced effects or no effect at all if the protein is absent
or fundamentally altered. For instance, there is considerable genetic polymorphism in
dopamine receptors, leading to differences in Parkinson’s disease susceptibility and to
varying responses to drug therapy [18]. Similarly, polymorphisms in several different genes
have been shown to determine responses to interferon-beta in multiple sclerosis [19]. As
discussed below, this heterogeneity can also arise between ethnic groups or as a result of
disease. A further level of genetic variability in drug targets can arise as a result of epigenetic
modification of gene transcription and translation, arising from DNA methylation or
histone acetylation, for example. This can be the result of lifestyle, disease, aging or even
the use of medications. A review of the epigenetic mechanisms and implications of drugs,
both in terms of epigenetic changes which can affect drug targets and the capacity of drugs
to induce epigenetic changes, is presented by Kringel et al. in this IJMS Special Issue [20].

2.3. Drug Metabolism

The various enzymatic and non-enzymatic pathways by which drugs can be broken
down in the body are, to a large extent, well-defined [21]. These can be circumvented
partially by using different routes of administration or by pharmaceutical formulation,
for instance as delayed release or slow-release products, nanoparticles or by targeting to
specific anatomical sites [22,23].

However, metabolic pathways are subject to a wide range of factors that promote
variability or plasticity, also leading to drug–drug interactions through mutual interference
with the metabolism of the other drug. Interfering factors include individual variations with
under- or over-expression of genes for metabolic enzymes and polymorphic forms of the
enzymes, particularly of cytochromes CYP2D6, CYP2C9, CYP2C19 and others in humans.
This has led to the introduction of methods to genotype patients for CYP polymorphisms
before drug therapy, but the large individual variability, especially in CYP2D6, restricts
precision and has limited the use of such tests [24].

Considerable differences also exist between males and females in factors affecting drug
responses [7,25]. This is clearly apparent in relation to metabolism, as hepatic metabolizing
enzymes can show pronounced sex differences, particularly CYP3A4 in women [26].
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Other sources of variability in metabolism of drugs include feedback reactions of
metabolic products on the metabolic pathway and the generation of active, toxic or reactive
metabolites. These have generally been approached using analysis of chemical structures
by liquid chromatography-mass spectrometry, but this has often failed to establish a clear
link between reactive metabolite and tissue injury which requires integration of knowledge
on chemical structure, safe and toxic pathways [27]. In addition, a variety of external
influences can modify drug metabolism, such as diet or exercise, as discussed elsewhere in
this IJMS Special Issue [28]. Often, particularly in the elderly, the issue is confused further
by exposure to polypharmacy leading to metabolic drug interactions, in association with
age-related changes [29].

For many patients, it is difficult to understand why the medications they are taking
do not appear to work or exert unexpectedly pronounced responses and such individual
metabolic plasticity is one of the major reasons for this. An excellent detailed review of fac-
tors affecting and confounding the interpretation of drug analyses in various tissues of the
body, including patient non-compliance with the therapy, has been published recently [30].
The increasing use of tissue or liquid biopsy samples permits the determination of drug
metabolizing enzyme inhibition ex vivo, the study of genotype-phenotype associations,
the evaluation of tissue expression profiling following an inducer, and the assessment of
correlations between tissue expression profiles and in vivo-derived trait measures, such as
biomarker plasma levels and drug pharmacokinetics (PK) [31]. Such data are invaluable
for the prediction of potential drug–drug interactions, toxicity or altered efficacy.

2.4. Cell Plasticity

The next level of plasticity occurs at the cellular level, with phenotype changes, malig-
nant transformation and the influence of disease processes and cellular senescence. Many
cell types in the body can adjust to changes in the tissue milieu. This is particularly true
of blood cells and those mediating innate and adaptive immune responses. Circulating
monocytes, for instance can differentiate to tissue macrophages, to microglial cells in ner-
vous tissue and Kupffer cells in liver on leaving the blood stream (and the phenotype may
be locally self-sustaining), with altered properties to promote innate defense or maintain
nerve function [32].

However, the same cells can undergo a phenotype change, depending on locally
generated cytokines, to generate more inhibitory M2 macrophages or around tumors to
form relatively quiescent tumor-associated macrophages, which respond differently to
immunomodulating drugs. In fact, a number of drugs, particularly when targeted to
macrophages, have been shown to modify these phenotype changes in macrophages, either
facilitating resolution of inflammation or alleviating the tumor-associated immunosuppres-
sive environment [33,34]. This is the case, for instance, with macrolide antibiotics such as
azithromycin. In healthy individuals, azithromycin initially stimulates peripheral blood
neutrophil activity, promoting host defence, and later dampens neutrophil activity. In
macrophages activated during inflammation, azithromycin is able to change the inflam-
matory macrophage M1 phenotype to an anti-inflammatory M2 phenotype and promote
resolution of inflammation [35]. Equally, the γδ-T lymphocytes, which have both innate
and adaptive immune functions, alter their properties in varying milieux [36]. Interestingly,
when injured, as in SARS-CoV-2 infection, endothelial cells lining the blood vessel lumen
can also undergo a change to a procoagulant phenotype, generating inflammatory media-
tors and responding to coagulant factors which promote thrombosis and thus, become more
susceptible to drug therapy [37]. Similar changes in cellular sensitivity are also well known
in spinal primary afferent neurones, in which inflammation or mechanical injury cause
increased excitation (wind-up), with enhanced sensitivity to painful stimuli, which can
become chronic [38]. This wind-up can also be targeted by existing or potential analgesic
drugs [39].

A crucial process in the plasticity of tissue cells is the epithelial-mesenchymal tran-
sition (EMT) whereby epithelial cells, normally organized in sheet-like arrangements of
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polarized cells connected with tight and adherent junctions, transition into mesenchymal
cells with increased migratory capacity and plastic properties. These mesenchymal cells
are characterized by invasiveness, mobility, and the ability to differentiate into other cell
types, driving tissue growth and regeneration as well as fibrotic processes in some tis-
sues [40]. Not only is this EMT process important for normal growth and development
or the promotion of wound repair and tissue regeneration, it can also facilitate tumor
progression and metastasis. As it is a hallmark of many cancers and organ fibrosis, many
drug therapies aim to disrupt this plasticity by affecting either the inducers or effectors
of EMT, or even target the reverse process mesenchymal-epithelial transition (MET) [41].
Despite extensive research, no drug has yet been identified which prevents liver or lung
fibrosis. However, recently, it has been shown that changes in epithelial cells can be modi-
fied by drugs to promote epithelial barrier protection [42]. Fifteen-membered macrolides
including azithromycin have been shown to suppress EMT [43] and have positive effects
on TGFβ-induced fibrosis [44,45]. Ultimately, with increasing age and the presence of
various stimuli such as telomere erosion, oncogene activation, excessive oxidative stress,
and irradiation, cellular senescence occurs. This involves the activation of the DNA dam-
age response (DDR) pathway which helps to safeguard against the accumulation of DNA
damage, often recognized as the underlying mechanism of a wide variety of age-related
pathologies including cancer [46]. Paradoxically, senescence can also be induced by cancer
chemotherapeutic drugs, creating an immunosuppressive milieu by senescent tumor cells
and facilitating tumor progression.

From this brief consideration of cell plasticity, it is clear that the processes of chronic
disease progression, whether neuronal, infectious, inflammatory or malignant, are associ-
ated with marked changes in the type and characteristics of the cells involved, resulting in
pronounced alterations in the sensitivity of these cells to drug therapy. As a consequence,
responses to drugs can vary with age, with the stage of a disease and with the time of
dosing. These aspects of time and disease-related drug susceptibility are discussed below.
Essentially, this variability means that doses of the same drug may need to be altered with
time or that different drugs will need to be used sequentially at different stages of the
disease, as discussed in an earlier review [7].

Before moving on from the topic of cell plasticity, it should be pointed out that recent
research has found that ribosomes involved in protein translation are not specific for a
defined mRNA but are recruited to mRNAs from a homogenous intracellular pool and are
specialized for particular cell and tissue types. Consequently, it is likely that ribosomes
may be altered by disease processes and changes in cellular states. Apart from the fact that
this will result in changes in drug target molecules and potential drug responses, it also
opens up the possibility of developing drugs that target specific ribosomes associated with
pathological processes [47].

2.5. Tissue Plasticity

It is difficult to clearly distinguish between cell and tissue plasticity because the pro-
cesses are closely integrated. However, for the purpose of this article, it is helpful to consider
separately a few internal processes which affect organ systems and the whole organism.

Cardiovascular changes, of course, occur as the blood provides crucial nutrients
and oxygen, removing metabolic waste products, for every organ system. Consequently,
metabolic diseases, such as diabetes are closely linked with cardiovascular changes and
therapeutic drugs interact with both vascular and metabolic responses [48]. Immune
responses and vascular responses are also closely integrated, not only via hyperoxic or
ischemic conditions, but also in terms of leukocyte trafficking in various types and phases of
inflammation [49]. This is seen in atherosclerosis, myocardial infarction and also COVID-19,
which involve the immune system, endothelium and coagulation [50–52].

However, the nervous system is just as pervasive; even non-innervated cells, such as
circulating leukocytes and macrophages, also possess receptors for neurotransmitters and
are subject to neuronal modulation, for instance in cardiovascular disease [53]. Antipsy-
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chotic drugs have, in fact, been shown to affect inflammation by modifying inflammatory
cytokine release [54]. Consequently, cardiovascular and psychoneuronal changes, including
those in response to drugs, can have ramifications well beyond the physiological system
which they target. Neuroendocrine responses are a good example, such as stress, depression
and other mood changes, as well as central chronobiological and sex hormonal influences
discussed below, which can have pronounced negative effects on immune defense, even
leading to chronic inflammation [55]. Such interactions have been termed “immunoceptive
interference” [56].

As a corollary, infections and immune responses can also affect neuronal function.
Thus, it is becoming increasing apparent that viral infections during pregnancy can induce
inflammation and epigenetic changes which can lead in the adult offspring to autism or
schizophrenia [57]. These interactions have repercussions both for drug development
and for the understanding of drug response plasticity. For instance, the balance between
Wnt-β-catenin and Shh cell signaling pathways controls angiogenesis, neurodevelopment,
central nervous system (CNS) morphogenesis and neuronal guidance, all of which are
important to maintain a healthy blood–brain barrier. This signaling pathway has been
proposed as a potential target for the treatment of autism spectrum disorder [58].

While we have previously touched on the effects of sex and diet on drug metabolism, at
the level of the whole organism, it is important to point out that sex has become recognized
as a crucial variable for all aspects of pharmacological or therapeutic responses, as well
as physiology and pathology in animals and humans [25,59]. This has led to an emphasis
on essential comparisons between males and females in all relevant pharmacological and
therapeutic studies. The complex nature of the influence of sex is seen from the association
between autoimmunity and sex. Autoimmunity occurs far more frequently in women than
in men and is not just a question of hormones, X chromosome-linked immune response
genes and other physiological factors, such as the inhibitory effect of pregnancy and the
role of the placenta, play a role [60].

These whole-body interactions are important for the development and use of animal
models. While many attempts are being made to reduce the use of laboratory animals
with cell-cultures or co-cultures, organs-on-a-chip, organoids and other complex in vitro
models, the systemic interactions discussed above can only be studied to a limited extent
in such models [61–63]. On the other hand, other confounding factors can arise in whole
animal models. Thus, while administration of the viral mimetic, poly(I:C) to pregnant
mice has become widely used as a model for immune-mediated neurodevelopmental
disorders and mental illnesses, differences in the batch of the poly(I:C) used can result in
considerable differences in the immune response generated [64]. Because of these complex
interactions, animal models, particularly those of sub-acute or chronic diseases, need very
careful validation for interfering or confounding factors.

2.6. Environment

In addition to the different levels of predominantly internal physiological factors
which affect the plasticity of drug responses, there are a variety of external environmental
factors and interactions which impinge on the subject, particularly in a clinical context.

Crucial factors are geography and ethnicity. With regard to the latter, the genetic
background of ethnic groups can vary markedly and in terms of drug responses, the
differences between European, African and East Asian populations can be considerable.
This is often related to the high polymorphism of the human leukocyte antigen (HLA)
system, particularly for autoimmune disease susceptibility or hypersensitivity reactions
to drugs [65]. For instance, with hypersensitivity to abacavir, a nucleoside analog reverse-
transcriptase inhibitor of the HIV virus, association with HLA-B*57:01 has a 100% negative
predictive value, such that a successful global pre-prescription screening strategy for this
locus has been introduced [66].

While genetic polymorphisms account for some of the differences in responses to
drugs between ethnic communities, other ethnic factors play a role, including diet or
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religious traditions. For instance, when Asian or African immigrants moved to Britain,
their change in diet led to alterations in drug responses, particularly in drug half-lives
in plasma [67]. Moreover, the ability of soy protein to inhibit induction of CYPs may not
only contribute to the lower incidence of cancer and cardiovascular disease in East Asian
countries, but will undoubtedly modify the PK of drugs in these populations [68].

In Western countries, there is such an intermingling of ethnicity, cultures, diets and
traditions, particularly in cities, that such broad differences are less pronounced. However,
international travel generates other issues (independently of the recent problems with
SARS-CoV-2). In this regard, circadian rhythms are a crucial factor, not only in jetlag, but
also in modifying drug responses, both therapeutic and toxic [69,70]. In addition to the
effect of melatonin, released from the pineal gland under the influence of the light-sensitive
suprachiasmatic nucleus in the brain, the presence of clock genes which oscillate in a circa-
dian manner in most cells and tissues and regulate transcription of a large number of genes,
accounts for considerable diurnal variation in PK and pharmacodynamic properties [71].
Thus, chronoefficacy of drugs varies for diverse indications including cancer, neuropathic
pain, cardiovascular disease, and metabolic disease.

2.7. Time

Another general factor that was previously underemphasized in pharmacological
investigations is time. In terms of age and aging, the ongoing growth and development
process in children clearly has to be considered and this precludes the simple use of
adjustment of drug dosing according to their lower body weight. In the elderly, it is
well known that metabolic processes decline, cellular and tissue senescence kicks in and
individuals become more sensitive to disease. However, in this respect, in both the young
and the elderly, the duration and stage of the disease are important plastic factors to
consider. As discussed above, cell phenotypes change as diseases progress, with the
associated processes of tissue breakdown and fibrotic or cirrhotic changes. Most diseases
can be self-limiting, if not progressing to chronic conditions, and active processes exist,
such as inflammation resolution or exercise, which counteract the pathological progression.
Consequently, drug treatment can be prophylactic, to prevent initiation of the disease,
therapeutic to limit the disease, or remission or resolution inducing to delay or even
prevent disease progression. Often, such temporal distinctions are not taken into account
adequately and treatment tends to be based, at least initially, simply on dose level and the
relief of symptoms.

However, in translating doses from preclinical to clinical studies, in which relation-
ships between dose, plasma concentration and effect are crucial, hysteresis may occur in
which there is a delay between concentration and action at the target and the subsequent
response. This can result in skewing of the plasma concentration/drug effect relationship,
due to a lag phase which limits access to the site of drug action, as with the vasodilator
molsidomine, which is first converted to the NO-stimulating metabolite SIN-1, or to slow
receptor kinetics, as with antihypertensive telmisartan, which dissociates slowly from
binding to AT1 receptors [72].

Another issue with repeated or long-term treatment with many drugs, including
analgesics, vasoconstricting decongestants, antidepressants and others is the occurrence of
tachyphylaxis, a process whereby the effectivity of the drug decreases, which can usually be
overcome by increasing the dose. With alpha-adrenergic decongestants, the tachyphylaxis
is due to receptor internalization, but with opioids, the mechanism remains unclear [73].
With this class of analgesics, as well as with antidepressants, the tachyphylaxis can develop
into tolerance, with prolonged loss of efficacy. Mitigating approaches are discussed in the
next section.

Tolerance, with loss of response to drug treatment, is also particularly relevant for
drugs affecting the immune system, as the immune system is highly adept at adjusting to
altered conditions. Such resistance development occurs with the commonly used tumor
necrosis-alpha (TNFα) inhibitors for rheumatoid arthritis, which also have unpleasant
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side effects, and novel approaches with selective inducers of immune tolerance are under
investigation [74].

3. Coping with Plasticity

The most effective way to cope with pharmacological plasticity is to control for factors
which modify the drug response. This requires the recognition of these factors, as we
have sought to emphasize here, to identify biomarkers in order to assess the influence
of confounding variables and also to standardize methods and approaches to harmonize
between investigators (Table 1).

In recent years, a number of initiatives have been promoted to control variability and
poor reproducibility of preclinical research and drug discovery [2]. These encompass target
identification, drug screening and animal studies, as well as the more established guidelines
for safety testing and clinical trials, such as GLP, GCP and GMP [75,76]. In addition, the use
of the adverse outcome pathway (AOP), which takes into account drug-target interactions,
signaling processes and reactions of affected organs to try and predict potential adverse
effects of drug candidates, is becoming more common [77].

Effective formulation of a new drug candidate can go a long way to improve the
delivery, duration of action and reproducibility of the active ingredient. In the past, this
required extensive animal experiments, which did not necessarily predict how the formula-
tions would work in humans. Consequently, new techniques are being introduced to be
able to predict drug release based on in vitro studies. This topic is discussed in an article
by Hajba-Horvath E. et al. [78] in this IJMS Special Issue. Using a two-stage dissolution
method for in vitro bioavailability and in silico modeling, the authors show that a special-
ized procedure for preparation of a nanoparticle formulation of the drug valsartan increases
bioavailability dramatically, allowing a 60–70% reduction in oral dosing. Approaches to
poor drug delivery or rapid metabolism include conjugation with polyethylene glycol or
delayed release formulation to extend plasma half-life, and conjugation with targeting
molecules, such as antibodies or administration in nanoparticle formulations, as discussed
earlier in relation to metabolism.

In an approach to these different issues, we have previously suggested varying dosing
regimens to allow for differences in target molecules and disease progression, including
specific (targeted), synchronized (for multi-mechanistic drugs), sequential (for drugs with
related mechanisms) or simultaneous (for multi-drug) dosing [7]. In keeping with this, a
concept has also been proposed recently whereby individual patient-tailored algorithms are
introduced to cope with patterns of variability to treatment regimens associated with loss
of response to anti-TNFα therapies in rheumatoid arthritis [79]. Additionally, with regard
to loss of efficacy due to tachyphylaxis or tolerance, it has been shown that, at least with
dopamine D1 agonists for the treatment of Parkinson’s disease and europsychiatric disor-
ders, the introduction of positive allosteric modulators may well overcome this tolerance
induction [80].

As alluded to in relation to molecular structure, there is at least one aspect of phar-
macological plasticity that can be harnessed for beneficial therapeutic use. Thus, the fact
that few therapeutic drugs exert actions on just a single target and interact off-target with
other molecules has led to the widespread application of drug repurposing or repositioning
for beneficial off-target effects of drugs [81]. This has the advantage to the developing
company that costly and time-consuming safety studies are usually not needed because
the drugs are already approved for the original clinical indication.

It is crucially important to be able to use robust biomarkers, both for drug responses
and plasticity variables at all stages of drug discovery, development and their clinical use.
In early research, the biomarkers need to be validated as suitable surrogate markers for
clinical responses to permit translation to humans and should adequately assess interactions
between the pharmacodynamic responses and confounding variables [82]. For instance, one
approach to control for age, diet, disease state, and treatment adherence in drug response,
particularly in elderly patients exposed to polypharmacy, is pharmacogenetic testing of
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patients, which can help distinguish associations between genetic polymorphisms and
therapeutic response [83]. Such complex interactions, however, require careful analysis of
large amounts of data. For this reason, a recent article has called for greater integration of
the 4Ds: drugs, data, diagnostics and devices, to facilitate improved precision medicine [84].
The authors emphasize that greater cooperation between disciplines is needed to cover the
wide variety of technologies, skills and knowledge required, and to adapt development
approaches, the time for which varies considerably for drugs and medical devices. The
examples they provide include how cooperation was successfully introduced into the
development of the closed loop system for diagnosis and treatment of diabetes; and how
expanded biomarker development and the use of specific biomarkers for subgroups of
patients, coupled with wearable medical devices is beginning to revolutionize precision
medicine. Additionally, artificial intelligence (AI) and machine learning (ML) are being
introduced to enhance the success of both target-based and phenotypic drug discovery
approaches [85].

On the basis of the brief discussion in this article, it would seem that complex integra-
tive approaches, involving algorithms established with AI and ML and a variety of different
variables and assessment technologies are going to be essential to address the multiple
factors and levels of variation which confound the precision and efficacy, for the individual
patient, of the drugs with which they are treated. Consequently, we shall undoubtedly
see increasing use of digitalized data and analysis, standardization of procedures and
biomarkers in order to control for plasticity of drug responses and enhance the use and
efficiency of drug therapy [4]. Thus, the reductionistic approach to scientific methods
referred to at the start of this article needs reassessing in order to account for the response
of the whole organism, even to drugs with a highly specific mechanism of action.

Author Contributions: Conceptualization, M.J.P. and J.A.K.; software, J.A.K.; validation, M.J.P.;
formal analysis, M.J.P. and J.A.K.; investigation, M.J.P. and J.A.K.; resources, J.A.K.; data curation,
M.J.P. and J.A.K.; writing—original draft preparation, M.J.P.; writing—review and editing, M.J.P. and
J.A.K. All authors have read and agreed to the published version of the manuscript.

Funding: Both authors are employees of EpiEndo Pharmaceuticals ehf. This research was in part
supported by an Accelerator grant from the European Innovation Council [Grant 947081].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Citations used in this article were identified using standard web data
bases such as PubMed.

Conflicts of Interest: The authors declare no conflict of interest, apart from being employees of
EpiEndo Pharmaceuticals.

References
1. Strovel, J.; Sittampalam, S.; Coussens, N.P.; Hughes, M.; Inglese, J.; Kurtz, A.; Andalibi, A.; Patton, L.; Austin, C.; Baltezor,

M.; et al. Early drug discovery and development guidelines: For academic researchers, collaborators, and start-up companies. In
Assay Guidance Manual; Markossian, S., Grossman, A., Brimacombe, K., Arkin, M., Auld, D., Austin, C.P., Baell, J., Chung, T.D.Y.,
Coussens, N.P., Dahlin, J.L., et al., Eds.; Eli Lilly & Company and the National Center for Advancing Translational Sciences:
Bethesda, MD, USA, 2016.

2. Emmerich, C.H.; Gamboa, L.M.; Hofmann, M.C.J.; Bonin-Andresen, M.; Arbach, O.; Schendel, P.; Gerlach, B.; Hempel, K.;
Bespalov, A.; Dirnagl, U.; et al. Improving target assessment in biomedical research: The GOT-IT recommendations. Nat. Rev.
Drug Discov. 2021, 20, 64–81. [CrossRef] [PubMed]

3. Ferreira, G.S.; Veening-Griffioen, D.H.; Boon, W.P.C.; Moors, E.H.M.; van Meer, P.J.K. Levelling the Translational Gap for Animal
to Human Efficacy Data. Animals 2020, 10, 1199. [CrossRef] [PubMed]

4. Kruizinga, M.D.; Stuurman, F.E.; Exadaktylos, V.; Doll, R.J.; Stephenson, D.T.; Groeneveld, G.J.; Driessen, G.J.A.; Cohen, A.F.
Development of Novel, Value-Based, Digital Endpoints for Clinical Trials: A Structured Approach Toward Fit-for-Purpose
Validation. Pharmacol. Rev. 2020, 72, 899–909. [CrossRef] [PubMed]

5. Marshall, L.J.; Austin, C.P.; Casey, W.; Fitzpatrick, S.C.; Willett, C. Recommendations toward a human pathway-based approach
to disease research. Drug Discov. Today 2018, 23, 1824–1832. [CrossRef] [PubMed]

http://doi.org/10.1038/s41573-020-0087-3
http://www.ncbi.nlm.nih.gov/pubmed/33199880
http://doi.org/10.3390/ani10071199
http://www.ncbi.nlm.nih.gov/pubmed/32679706
http://doi.org/10.1124/pr.120.000028
http://www.ncbi.nlm.nih.gov/pubmed/32958524
http://doi.org/10.1016/j.drudis.2018.05.038
http://www.ncbi.nlm.nih.gov/pubmed/29870792


Int. J. Mol. Sci. 2022, 23, 2068 10 of 12

6. Tamimi, N.A.; Ellis, P. Drug development: From concept to marketing! Nephron. Clin. Pract. 2009, 113, c125–c131. [CrossRef]
[PubMed]

7. Parnham, M.J.; Geisslinger, G. Pharmacological plasticity—How do you hit a moving target? Pharmacol. Res. Perspect. 2019, 7,
e00532. [CrossRef]

8. Campbell, I.B.; Macdonald, S.J.F.; Procopiou, P.A. Medicinal chemistry in drug discovery in big pharma: Past, present and future.
Drug Discov. Today 2018, 23, 219–234. [CrossRef]

9. Zhang, Z.; Tang, W. Drug metabolism in drug discovery and development. Acta Pharm. Sin. B 2018, 8, 721–732. [CrossRef]
10. Kim, J.; Park, S.; Min, D.; Kim, W. Comprehensive Survey of Recent Drug Discovery Using Deep Learning. Int. J. Mol. Sci. 2021,

22, 9983. [CrossRef]
11. Dolgin, E. CureVac COVID vaccine let-down spotlights mRNA design challenges. Nature 2021, 594, 483. [CrossRef]
12. Olsen, R.W. GABAA receptor: Positive and negative allosteric modulators. Neuropharmacology 2018, 136, 10–22. [CrossRef]
13. Henault, C.M.; Sun, J.; Therien, J.P.; daCosta, C.J.; Carswell, C.L.; Labriola, J.M.; Juranka, P.F.; Baenziger, J.E. The role of the M4

lipid-sensor in the folding, trafficking, and allosteric modulation of nicotinic acetylcholine receptors. Neuropharmacology 2015, 96,
157–168. [CrossRef]

14. Manning, J.J.; Green, H.M.; Glass, M.; Finlay, D.B. Pharmacological selection of cannabinoid receptor effectors: Signalling,
allosteric modulation and bias. Neuropharmacology 2021, 193, 108611. [CrossRef]

15. Li, X.; Ma, L.; Huang, K.; Wei, Y.; Long, S.; Liu, Q.; Zhang, D.; Wu, S.; Wang, W.; Yang, G.; et al. Regorafenib-Attenuated,
Bleomycin-Induced Pulmonary Fibrosis by Inhibiting the TGF-beta1 Signaling Pathway. Int. J. Mol. Sci. 2021, 22, 1985. [CrossRef]
[PubMed]

16. Rollinson, V.; Turner, R.; Pirmohamed, M. Pharmacogenomics for Primary Care: An Overview. Genes 2020, 11, 1337. [CrossRef]
17. Carr, D.F.; Turner, R.M.; Pirmohamed, M. Pharmacogenomics of anticancer drugs: Personalising the choice and dose to manage

drug response. Br. J. Clin. Pharmacol. 2021, 87, 237–255. [CrossRef] [PubMed]
18. Magistrelli, L.; Ferrari, M.; Furgiuele, A.; Milner, A.V.; Contaldi, E.; Comi, C.; Cosentino, M.; Marino, F. Polymorphisms of

Dopamine Receptor Genes and Parkinson’s Disease: Clinical Relevance and Future Perspectives. Int. J. Mol. Sci. 2021, 22, 3781.
[CrossRef] [PubMed]

19. Martinez-Aguilar, L.; Perez-Ramirez, C.; Maldonado-Montoro, M.D.M.; Carrasco-Campos, M.I.; Membrive-Jimenez, C.; Martinez-
Martinez, F.; Garcia-Collado, C.; Calleja-Hernandez, M.A.; Ramirez-Tortosa, M.C.; Jimenez-Morales, A. Effect of genetic polymor-
phisms on therapeutic response in multiple sclerosis relapsing-remitting patients treated with interferon-beta. Mutat. Res. Rev.
Mutat. Res. 2020, 785, 108322. [CrossRef]

20. Kringel, D.; Malkusch, S.; Lotsch, J. Drugs and Epigenetic Molecular Functions. A Pharmacological Data Scientometric Analysis.
Int. J. Mol. Sci. 2021, 22, 7250. [CrossRef]

21. Penner, N.; Woodward, C.; Prakash, C. Drug metabolizing enzymes and biotransformation reactions. In ADME-Enabling
Technologies in Drug Design and Development, 1st ed.; Zhang, D., Surapaneni, S., Eds.; John Wiley & Sons: Hoboken, NJ, USA, 2012;
pp. 545–565.

22. Gupta, S.; Kesarla, R.; Omri, A. Formulation strategies to improve the bioavailability of poorly absorbed drugs with special
emphasis on self-emulsifying systems. ISRN Pharm. 2013, 2013, 848043. [CrossRef]

23. Patel, R.; Barker, J.; ElShaer, A. Pharmaceutical Excipients and Drug Metabolism: A Mini-Review. Int. J. Mol. Sci. 2020, 21, 8224.
[CrossRef]

24. McGraw, J.; Gerhardt, A.; Morris, T.C. Opportunities and obstacles in genotypic prediction of cytochrome P450 phenotypes.
Expert Opin. Drug Metab. Toxicol. 2018, 14, 659–661. [CrossRef] [PubMed]

25. Docherty, J.R.; Stanford, S.C.; Panattieri, R.A.; Alexander, S.P.H.; Cirino, G.; George, C.H.; Hoyer, D.; Izzo, A.A.; Ji, Y.; Lilley, E.;
et al. Sex: A change in our guidelines to authors to ensure that this is no longer an ignored experimental variable. Br. J. Pharmacol.
2019, 176, 4081–4086. [CrossRef] [PubMed]

26. Waxman, D.J.; Holloway, M.G. Sex differences in the expression of hepatic drug metabolizing enzymes. Mol. Pharmacol. 2009, 76,
215–228. [CrossRef] [PubMed]

27. Pähler, A. Reactive metabolite assessment in drug discovery and development in support of safe drug design. In Drug-Induced
Liver Toxicity. Methods in Pharmacology and Toxicology; Chen, M.Y.W., Ed.; Springer Protocols: Humana, NY, USA, 2018; pp. 263–281.

28. Niederberger, E.; Parnham, M.J. The Impact of Diet and Exercise on Drug Responses. Int. J. Mol. Sci. 2021, 22, 7692. [CrossRef]
29. Zazzara, M.B.; Palmer, K.; Vetrano, D.L.; Carfi, A.; Onder, G. Adverse drug reactions in older adults: A narrative review of the

literature. Eur. Geriatr. Med. 2021, 12, 463–473. [CrossRef]
30. Kapur, B.M.; Aleksa, K. What the lab can and cannot do: Clinical interpretation of drug testing results. Crit. Rev. Clin. Lab. Sci.

2020, 57, 548–585. [CrossRef]
31. Rodrigues, A.D.; Rowland, A. Profiling of Drug-Metabolizing Enzymes and Transporters in Human Tissue Biopsy Samples: A

Review of the Literature. J. Pharmacol. Exp. Ther. 2020, 372, 308–319. [CrossRef]
32. Locati, M.; Curtale, G.; Mantovani, A. Diversity, Mechanisms, and Significance of Macrophage Plasticity. Annu. Rev. Pathol. 2020,

15, 123–147. [CrossRef]
33. Ardura, J.A.; Rackov, G.; Izquierdo, E.; Alonso, V.; Gortazar, A.R.; Escribese, M.M. Targeting Macrophages: Friends or Foes in

Disease? Front. Pharmacol. 2019, 10, 1255. [CrossRef]

http://doi.org/10.1159/000232592
http://www.ncbi.nlm.nih.gov/pubmed/19729922
http://doi.org/10.1002/prp2.532
http://doi.org/10.1016/j.drudis.2017.10.007
http://doi.org/10.1016/j.apsb.2018.04.003
http://doi.org/10.3390/ijms22189983
http://doi.org/10.1038/d41586-021-01661-0
http://doi.org/10.1016/j.neuropharm.2018.01.036
http://doi.org/10.1016/j.neuropharm.2014.11.011
http://doi.org/10.1016/j.neuropharm.2021.108611
http://doi.org/10.3390/ijms22041985
http://www.ncbi.nlm.nih.gov/pubmed/33671452
http://doi.org/10.3390/genes11111337
http://doi.org/10.1111/bcp.14407
http://www.ncbi.nlm.nih.gov/pubmed/32501544
http://doi.org/10.3390/ijms22073781
http://www.ncbi.nlm.nih.gov/pubmed/33917417
http://doi.org/10.1016/j.mrrev.2020.108322
http://doi.org/10.3390/ijms22147250
http://doi.org/10.1155/2013/848043
http://doi.org/10.3390/ijms21218224
http://doi.org/10.1080/17425255.2018.1484451
http://www.ncbi.nlm.nih.gov/pubmed/29863909
http://doi.org/10.1111/bph.14761
http://www.ncbi.nlm.nih.gov/pubmed/31441038
http://doi.org/10.1124/mol.109.056705
http://www.ncbi.nlm.nih.gov/pubmed/19483103
http://doi.org/10.3390/ijms22147692
http://doi.org/10.1007/s41999-021-00481-9
http://doi.org/10.1080/10408363.2020.1774493
http://doi.org/10.1124/jpet.119.262972
http://doi.org/10.1146/annurev-pathmechdis-012418-012718
http://doi.org/10.3389/fphar.2019.01255


Int. J. Mol. Sci. 2022, 23, 2068 11 of 12

34. Ponzoni, M.; Pastorino, F.; di Paolo, D.; Perri, P.; Brignole, C. Targeting Macrophages as a Potential Therapeutic Intervention:
Impact on Inflammatory Diseases and Cancer. Int. J. Mol. Sci. 2018, 19, 1953. [CrossRef] [PubMed]

35. Parnham, M.J.; Erakovic Haber, V.; Giamarellos-Bourboulis, E.J.; Perletti, G.; Verleden, G.M.; Vos, R. Azithromycin: Mechanisms
of action and their relevance for clinical applications. Pharmacol. Ther. 2014, 143, 225–245. [CrossRef] [PubMed]

36. Giri, S.; Lal, G. Differentiation and functional plasticity of gamma-delta (gammadelta) T cells under homeostatic and disease
conditions. Mol. Immunol. 2021, 136, 138–149. [CrossRef]

37. Liu, H.; Hu, T.; Zhang, C.; Chen, X.; Zhang, S.; Li, M.; Jing, H.; Wang, C.; Hu, T.; Shi, J. Mechanisms of COVID-19 thrombosis in
an inflammatory environment and new anticoagulant targets. Am. J. Transl. Res. 2021, 13, 3925–3941.

38. Blond, S.; Mertens, P.; David, R.; Roulaud, M.; Rigoard, P. From “mechanical” to “neuropathic” back pain concept in FBSS patients.
A systematic review based on factors leading to the chronification of pain (part C). Neurochirurgie 2015, 61 (Suppl. 1), S45–S56.
[CrossRef] [PubMed]

39. Stein, C.; Clark, J.D.; Oh, U.; Vasko, M.R.; Wilcox, G.L.; Overland, A.C.; Vanderah, T.W.; Spencer, R.H. Peripheral mechanisms of
pain and analgesia. Brain Res. Rev. 2009, 60, 90–113. [CrossRef]

40. Bannerman, D.; Pascual-Gil, S.; Floryan, M.; Radisic, M. Bioengineering strategies to control epithelial-to-mesenchymal transition
for studies of cardiac development and disease. APL Bioeng. 2021, 5, 021504. [CrossRef]

41. Park, K.; Haura, E.B.; Leighl, N.B.; Mitchell, P.; Shu, C.A.; Girard, N.; Viteri, S.; Han, J.Y.; Kim, S.W.; Lee, C.K.; et al. Amivantamab
in EGFR Exon 20 Insertion-Mutated Non-Small-Cell Lung Cancer Progressing on Platinum Chemotherapy: Initial Results from
the CHRYSALIS Phase I Study. J. Clin. Oncol. 2021, 39, 3391–3402. [CrossRef]

42. Kricker, J.A.; Page, C.P.; Gardarsson, F.R.; Baldursson, O.; Gudjonsson, T.; Parnham, M.J. Nonantimicrobial Actions of Macrolides:
Overview and Perspectives for Future Development. Pharmacol. Rev. 2021, 73, 233–262. [CrossRef]

43. Pu, Y.; Liu, Y.; Liao, S.; Miao, S.; Zhou, L.; Wan, L. Azithromycin ameliorates OVA-induced airway remodeling in Balb/c mice via
suppression of epithelial-to-mesenchymal transition. Int. Immunopharmacol. 2018, 58, 87–93. [CrossRef]

44. Krempaska, K.; Barnowski, S.; Gavini, J.; Hobi, N.; Ebener, S.; Simillion, C.; Stokes, A.; Schliep, R.; Knudsen, L.; Geiser, T.K.; et al.
Azithromycin has enhanced effects on lung fibroblasts from idiopathic pulmonary fibrosis (IPF) patients compared to controls
[corrected]. Respir. Res. 2020, 21, 25. [CrossRef] [PubMed]

45. Tsubouchi, K.; Araya, J.; Minagawa, S.; Hara, H.; Ichikawa, A.; Saito, N.; Kadota, T.; Sato, N.; Yoshida, M.; Kurita, Y.; et al.
Azithromycin attenuates myofibroblast differentiation and lung fibrosis development through proteasomal degradation of NOX4.
Autophagy 2017, 13, 1420–1434. [CrossRef] [PubMed]

46. Ngoi, N.Y.; Liew, A.Q.; Chong, S.J.F.; Davids, M.S.; Clement, M.V.; Pervaiz, S. The redox-senescence axis and its therapeutic
targeting. Redox Biol. 2021, 45, 102032. [CrossRef] [PubMed]

47. Ford, D. Ribosomal heterogeneity—A new inroad for pharmacological innovation. Biochem. Pharmacol. 2020, 175, 113874.
[CrossRef]

48. Glatz, J.F.C.; Zuurbier, C.J.; Larsen, T.S. Targeting metabolic pathways to treat cardiovascular diseases. Biochim. Biophys. Acta Mol.
Basis Dis. 2020, 1866, 165879. [CrossRef]

49. Parnham, M.J.; Nijkamp, F.P.; Rossi, A.G. Initiation, propagation and resolution of inflammation. In Nijkamp and Parnham’s
Principles of Immunopharmacology; Parnham, M.J., Nijkamp, F.P., Rossi, A.G., Eds.; Springer: Berlin/Heidelberg, Germany, 2019;
pp. 1–6.

50. Brandao, S.C.S.; Godoi, E.; Ramos, J.O.X.; de Melo, L.; Sarinho, E.S.C. Severe COVID-19: Understanding the role of immunity,
endothelium, and coagulation in clinical practice. J. Vasc. Bras. 2020, 19, e20200131.

51. Lin, Y.N.; Ibrahim, A.; Marban, E.; Cingolani, E. Pathogenesis of arrhythmogenic cardiomyopathy: Role of inflammation. Basic
Res. Cardiol. 2021, 116, 39. [CrossRef]

52. Xu, M.; Chen, R.; Liu, L.; Liu, X.; Hou, J.; Liao, J.; Zhang, P.; Huang, J.; Lu, L.; Chen, L.; et al. Systemic immune-inflammation
index and incident cardiovascular diseases among middle-aged and elderly Chinese adults: The Dongfeng-Tongji cohort study.
Atherosclerosis 2021, 323, 20–29. [CrossRef]

53. Fujiu, K.; Manabe, I. Nerve-macrophage interactions in cardiovascular disease. Int. Immunol. 2021, 34, 81–95. [CrossRef]
54. Tourjman, V.; Koué, M.-E.; Kouassi, E.; Potvin, S. In vivo immunomodulatory effects of antipsychotics on inflammatory mediators:

A review. Adv. Biosci. Biotechnol. 2012, 3, 551–565. [CrossRef]
55. Jacquelot, N.; Belz, G.T.; Seillet, C. Neuroimmune Interactions and Rhythmic Regulation of Innate Lymphoid Cells. Front. Neurosci.

2021, 15, 657081. [CrossRef] [PubMed]
56. Bhat, A.; Parr, T.; Ramstead, M.; Friston, K. Immunoceptive inference: Why are psychiatric disorders and immune responses

intertwined? Biol. Philos. 2021, 36, 27. [CrossRef] [PubMed]
57. Al-Haddad, B.J.S.; Oler, E.; Armistead, B.; Elsayed, N.A.; Weinberger, D.R.; Bernier, R.; Burd, I.; Kapur, R.; Jacobsson, B.; Wang,

C.; et al. The fetal origins of mental illness. Am. J. Obstet. Gynecol. 2019, 221, 549–562. [CrossRef] [PubMed]
58. Gozal, E.; Jagadapillai, R.; Cai, J.; Barnes, G.N. Potential crosstalk between sonic hedgehog-WNT signaling and neurovascular

molecules: Implications for blood-brain barrier integrity in autism spectrum disorder. J. Neurochem. 2021, 159, 15–28. [CrossRef]
59. Kim, J.R.; Kim, H.A. Molecular Mechanisms of Sex-Related Differences in Arthritis and Associated Pain. Int. J. Mol. Sci. 2020, 21,

7938. [CrossRef] [PubMed]
60. Sohn, E. Why autoimmunity is most common in women. Nature 2021, 595, S51–S53. [CrossRef]

http://doi.org/10.3390/ijms19071953
http://www.ncbi.nlm.nih.gov/pubmed/29973487
http://doi.org/10.1016/j.pharmthera.2014.03.003
http://www.ncbi.nlm.nih.gov/pubmed/24631273
http://doi.org/10.1016/j.molimm.2021.06.006
http://doi.org/10.1016/j.neuchi.2014.11.001
http://www.ncbi.nlm.nih.gov/pubmed/25596973
http://doi.org/10.1016/j.brainresrev.2008.12.017
http://doi.org/10.1063/5.0033710
http://doi.org/10.1200/JCO.21.00662
http://doi.org/10.1124/pharmrev.121.000300
http://doi.org/10.1016/j.intimp.2018.03.016
http://doi.org/10.1186/s12931-020-1275-8
http://www.ncbi.nlm.nih.gov/pubmed/31941499
http://doi.org/10.1080/15548627.2017.1328348
http://www.ncbi.nlm.nih.gov/pubmed/28613983
http://doi.org/10.1016/j.redox.2021.102032
http://www.ncbi.nlm.nih.gov/pubmed/34147844
http://doi.org/10.1016/j.bcp.2020.113874
http://doi.org/10.1016/j.bbadis.2020.165879
http://doi.org/10.1007/s00395-021-00877-5
http://doi.org/10.1016/j.atherosclerosis.2021.02.012
http://doi.org/10.1093/intimm/dxab036
http://doi.org/10.4236/abb.2012.324072
http://doi.org/10.3389/fnins.2021.657081
http://www.ncbi.nlm.nih.gov/pubmed/33994930
http://doi.org/10.1007/s10539-021-09801-6
http://www.ncbi.nlm.nih.gov/pubmed/33948044
http://doi.org/10.1016/j.ajog.2019.06.013
http://www.ncbi.nlm.nih.gov/pubmed/31207234
http://doi.org/10.1111/jnc.15460
http://doi.org/10.3390/ijms21217938
http://www.ncbi.nlm.nih.gov/pubmed/33114670
http://doi.org/10.1038/d41586-021-01836-9


Int. J. Mol. Sci. 2022, 23, 2068 12 of 12

61. Horvath, P.; Aulner, N.; Bickle, M.; Davies, A.M.; Nery, E.D.; Ebner, D.; Montoya, M.C.; Ostling, P.; Pietiainen, V.; Price, L.S.; et al.
Screening out irrelevant cell-based models of disease. Nat. Rev. Drug Discov. 2016, 15, 751–769. [CrossRef]

62. Kelm, J.M.; Lal-Nag, M.; Sittampalam, G.S.; Ferrer, M. Translational in vitro research: Integrating 3D drug discovery and
development processes into the drug development pipeline. Drug Discov. Today 2019, 24, 26–30. [CrossRef]

63. Zheng, W.; Thorne, N.; McKew, J.C. Phenotypic screens as a renewed approach for drug discovery. Drug Discov. Today 2013, 18,
1067–1073. [CrossRef]

64. Mueller, F.S.; Richetto, J.; Hayes, L.N.; Zambon, A.; Pollak, D.D.; Sawa, A.; Meyer, U.; Weber-Stadlbauer, U. Influence of poly(I:C)
variability on thermoregulation, immune responses and pregnancy outcomes in mouse models of maternal immune activation.
Brain Behav. Immun. 2019, 80, 406–418. [CrossRef]

65. Fan, W.L.; Shiao, M.S.; Hui, R.C.; Su, S.C.; Wang, C.W.; Chang, Y.C.; Chung, W.H. HLA Association with Drug-Induced Adverse
Reactions. J. Immunol. Res. 2017, 2017, 3186328. [CrossRef]

66. Deshpande, P.; Hertzman, R.J.; Palubinsky, A.M.; Giles, J.B.; Karnes, J.H.; Gibson, A.; Phillips, E.J. Immunopharmacogenomics:
Mechanisms of HLA-Associated Drug Reactions. Clin. Pharmacol. Ther. 2021, 110, 607–615. [CrossRef]

67. Chen, P.Y.; Wang, S.C.; Poland, R.E.; Lin, K.M. Biological variations in depression and anxiety between East and West. CNS
Neurosci. Ther. 2009, 15, 283–294. [CrossRef]

68. Ronis, M.J. Effects of soy containing diet and isoflavones on cytochrome P450 enzyme expression and activity. Drug Metab. Rev.
2016, 48, 331–341. [CrossRef] [PubMed]

69. Ayyar, V.S.; Sukumaran, S. Circadian rhythms: Influence on physiology, pharmacology, and therapeutic interventions. J.
Pharmacokinet. Pharmacodyn. 2021, 48, 321–338. [CrossRef] [PubMed]

70. Mavroudis, P.D.; Jusko, W.J. Mathematical modeling of mammalian circadian clocks affecting drug and disease responses. J.
Pharmacokinet. Pharmacodyn. 2021, 48, 375–386. [CrossRef] [PubMed]

71. Musiek, E.S.; Fitzgerald, G.A. Molecular clocks in pharmacology. Handb. Exp. Pharmacol. 2013, 217, 243–260.
72. Louizos, C.; Yanez, J.A.; Forrest, M.L.; Davies, N.M. Understanding the hysteresis loop conundrum in pharmacoki-

netic/pharmacodynamic relationships. J. Pharm. Pharm. Sci. 2014, 17, 34–91. [CrossRef] [PubMed]
73. Hosten, L.O.; Snyder, C. Over-the-Counter Ocular Decongestants in the United States—Mechanisms of Action and Clinical Utility

for Management of Ocular Redness. Clin. Optom. 2020, 12, 95–105. [CrossRef] [PubMed]
74. Moorman, C.D.; Sohn, S.J.; Phee, H. Emerging Therapeutics for Immune Tolerance: Tolerogenic Vaccines, T cell Therapy, and IL-2

Therapy. Front. Immunol. 2021, 12, 657768. [CrossRef]
75. OECD. Principles of Good Laboratory Practice (GLP) and Compliance Monitoring. Available online: https://www.oecd.

org/chemicalsafety/testing/oecdseriesonprinciplesofgoodlaboratorypracticeglpandcompliancemonitoring.htm (accessed on 1
September 2021).

76. Sweatman, J. Good clinical practice: A nuisance, a help or a necessity for clinical pharmacology? Br. J. Clin. Pharmacol. 2003, 55,
1–5. [CrossRef] [PubMed]

77. OECD. Adverse Outcome Pathways, Molecular Screening and Toxicogenomics. Available online: https://www.oecd.org/
chemicalsafety/testing/adverse-outcome-pathways-molecular-screening-and-toxicogenomics.htm (accessed on 1 September 2021).

78. Hajba-Horvath, E.; Fodor-Kardos, A.; Shah, N.; Wacker, M.G.; Feczko, T. Sustainable Stabilizer-Free Nanoparticle Formulations of
Valsartan Using Eudragit((R)) RLPO. Int. J. Mol. Sci. 2021, 22, 13069. [CrossRef] [PubMed]

79. Khoury, T.; Ilan, Y. Introducing Patterns of Variability for Overcoming Compensatory Adaptation of the Immune System to
Immunomodulatory Agents: A Novel Method for Improving Clinical Response to Anti-TNF Therapies. Front. Immunol. 2019, 10,
2726. [CrossRef] [PubMed]

80. Svensson, K.A.; Hao, J.; Bruns, R.F. Positive allosteric modulators of the dopamine D1 receptor: A new mechanism for the
treatment of neuropsychiatric disorders. Adv. Pharmacol. 2019, 86, 273–305. [PubMed]

81. Pushpakom, S.; Iorio, F.; Eyers, P.A.; Escott, K.J.; Hopper, S.; Wells, A.; Doig, A.; Guilliams, T.; Latimer, J.; McNamee, C.; et al.
Drug repurposing: Progress, challenges and recommendations. Nat. Rev. Drug Discov. 2019, 18, 41–58. [CrossRef]

82. Venitz, J. Using exposure-response and biomarkers to streamline early drug development. Ernst. Schering Res. Found Workshop
2007, 59, 47–63.

83. Meaddough, E.L.; Sarasua, S.M.; Fasolino, T.K.; Farrell, C.L. The impact of pharmacogenetic testing in patients exposed to
polypharmacy: A scoping review. Pharm. J. 2021, 21, 409–422. [CrossRef]

84. Niederberger, E.; Parnham, M.J.; Maas, J.; Geisslinger, G. 4 Ds in health research-working together toward rapid precision
medicine. EMBO Mol. Med. 2019, 11, e10917. [CrossRef]

85. Malandraki-Miller, S.; Riley, P.R. Use of artificial intelligence to enhance phenotypic drug discovery. Drug Discov. Today 2021, 26,
887–901. [CrossRef]

http://doi.org/10.1038/nrd.2016.175
http://doi.org/10.1016/j.drudis.2018.07.007
http://doi.org/10.1016/j.drudis.2013.07.001
http://doi.org/10.1016/j.bbi.2019.04.019
http://doi.org/10.1155/2017/3186328
http://doi.org/10.1002/cpt.2343
http://doi.org/10.1111/j.1755-5949.2009.00093.x
http://doi.org/10.1080/03602532.2016.1206562
http://www.ncbi.nlm.nih.gov/pubmed/27440109
http://doi.org/10.1007/s10928-021-09751-2
http://www.ncbi.nlm.nih.gov/pubmed/33797011
http://doi.org/10.1007/s10928-021-09746-z
http://www.ncbi.nlm.nih.gov/pubmed/33725238
http://doi.org/10.18433/J3GP53
http://www.ncbi.nlm.nih.gov/pubmed/24735761
http://doi.org/10.2147/OPTO.S259398
http://www.ncbi.nlm.nih.gov/pubmed/32801982
http://doi.org/10.3389/fimmu.2021.657768
https://www.oecd.org/chemicalsafety/testing/oecdseriesonprinciplesofgoodlaboratorypracticeglpandcompliancemonitoring.htm
https://www.oecd.org/chemicalsafety/testing/oecdseriesonprinciplesofgoodlaboratorypracticeglpandcompliancemonitoring.htm
http://doi.org/10.1046/j.1365-2125.2003.01713.x
http://www.ncbi.nlm.nih.gov/pubmed/12534634
https://www.oecd.org/chemicalsafety/testing/adverse-outcome-pathways-molecular-screening-and-toxicogenomics.htm
https://www.oecd.org/chemicalsafety/testing/adverse-outcome-pathways-molecular-screening-and-toxicogenomics.htm
http://doi.org/10.3390/ijms222313069
http://www.ncbi.nlm.nih.gov/pubmed/34884873
http://doi.org/10.3389/fimmu.2019.02726
http://www.ncbi.nlm.nih.gov/pubmed/31824506
http://www.ncbi.nlm.nih.gov/pubmed/31378255
http://doi.org/10.1038/nrd.2018.168
http://doi.org/10.1038/s41397-021-00224-w
http://doi.org/10.15252/emmm.201910917
http://doi.org/10.1016/j.drudis.2021.01.013

	Introduction 
	Levels of Plasticity 
	Molecular Structure 
	Expression of Drug Target Genes 
	Drug Metabolism 
	Cell Plasticity 
	Tissue Plasticity 
	Environment 
	Time 

	Coping with Plasticity 
	References

