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A Network-guided Association 
Mapping Approach from DNA 
Methylation to Disease
Lin Yuan & De-Shuang Huang

Aberrant DNA methylation may contribute to development of cancer. However, understanding the 
associations between DNA methylation and cancer remains a challenge because of the complex 
mechanisms involved in the associations and insufficient sample sizes. The unprecedented wealth 
of DNA methylation, gene expression and disease status data give us a new opportunity to design 
machine learning methods to investigate the underlying associated mechanisms. In this paper, we 
propose a network-guided association mapping approach from DNA methylation to disease (NAMDD). 
Compared with existing methods, NAMDD finds methylation-disease path associations by integrating 
analysis of multiple data combined with a stability selection strategy, thereby mining more information 
in the datasets and improving the quality of resultant methylation sites. The experimental results 
on both synthetic and real ovarian cancer data show that NAMDD substantially outperforms former 
disease-related methylation site research methods (including NsRRR and PCLOGIT) under false 
positive control. Furthermore, we applied NAMDD to ovarian cancer data, identified significant path 
associations and provided hypothetical biological path associations to explain our findings.

Epigenetics is defined as heritable changes in gene expression that are not due to any alteration in the DNA 
sequence1. The importance of epigenetics lies in offering a partial explanation of phenomena that classic genet-
ics alone cannot explain2 and has thereby attracted increasingly more attention. DNA methylation, one of the 
best-known epigenetic markers, plays a critical role in modifying gene expression. Additionally, emerging results 
indicate that aberrant DNA methylation contributes to the development of cancers3,4.

One of the fundamental problems associated with studying DNA methylation is understanding how aberrant 
DNA methylation affects tumorigenesis5. In recent decades, many works have been proposed to detect the associ-
ations between DNA methylation and complex diseases (e.g., ovarian cancer and colorectal cancer). Statistical 
classification-based methods were used to develop innovative solutions to identify disease-related methylation sites. 
For example, Houseman et al.6 proposed a model-based recursive-partitioning algorithm to select disease-related DNA 
methylation site clusters. Kuan et al.7 developed a statistical framework based on a weighted model to identify inform-
ative CpG loci. However, recent studies have demonstrated that aberrant DNA methylation sites generally only affect a 
small proportion of genes8; therefore, the input data are generally sparse or group sparse. Computationally, these statis-
tical classification-based methods normally ignore the sparsity of input data, which may affect the quality of predicted 
results. Following these statistical classification-based methods, a penalized conditional logistic regression model with 
L1 penalty and squared L2 penalty (PCLOGIT)9 was proposed to focus on finding effective predictors in the case of 
sparsity and group sparsity among methylation data. This method outperforms the statistical classification-based meth-
ods and traditional variable selection methods, such as fused LASSO10 and the elastic-net (Enet) procedure11. However, 
the relationship between DNA methylation sites and complex diseases is still unclear due to complex mechanisms. 
Meanwhile, compared with the convex optimization problem involving the L1 and L2 penalty functions, many results 
show that improved performance can be obtained by using nonconvex optimization12,13.

Recently, many researchers have been working on investigating the relationship between DNA methylation sites and 
gene traits to bridge the gap between methylation sites and complex diseases. For example, Pearson’s correlation coef-
ficient14, the maximal information coefficient15 and standard two-sample univariate statistical tests (e.g., t-test)16 have 
been used to find methylation-gene associations. These methods focus on revealing associated information between a 
DNA methylation site and a gene. However, more than one aberrant DNA methylation site can affect gene expression 
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values. Network-sparse reduced-rank regression (NsRRR)17 was proposed to tackle this limitation; it is a multivariate 
regression model for the simultaneous selection of highly predictive DNA methylation predictors and the most predict-
able gene expression profiles. This method outperforms existing methods. However, this method requires sufficient and 
accurate prior information, including the number of DNA methylation sites and genes to be predicted, an adjacency 
matrix for the DNA methylation sites and an adjacency matrix for the predictable genes. Unfortunately, it is difficult to 
provide sufficient and accurate prior information for the analysis of large-scale cancer data. Second, because there is no 
consideration of the relationship between genes and disease status, results obtained by this method may contain many 
false positives (i.e., a normal DNA methylation site is identified as a disease-related methylation site).

To tackle these limitations of disease-related methylation site research methods, we propose a path associ-
ation analysis method (i.e., association analysis among DNA methylation sites, genes and disease), NAMDD 
(network-guided association mapping from DNA methylation to disease), to detect disease-related methylation sites 
by leveraging a hybrid dataset consisting of DNA methylation, gene expression and disease status data. NAMDD 
integrates three kinds of datasets to discover path associations from DNA methylation sites to disease using gene 
expression data. Let us first introduce the concept of path associations. Consider a network in which nodes represent 
DNA methylation sites, gene traits, or disease and edges are assigned scores and represent the relevance of a pair of 
nodes. DNA methylation sites, genes, and disease are connected to construct an association network. Path associa-
tion means an association from a DNA methylation site to a gene and from the gene to disease. Figure 1 illustrates 
an association network identified by NAMDD using an ovarian cancer (OC) dataset. To construct an association 
network, we first adopt a nonconvex alternating direction method of multipliers (NcADMM)12 algorithm, which is 
an efficient algorithm for computing sparse and group-sparse representations in compressive sensing, to examine 
associations between DNA methylation sites and genes; meanwhile, L1-regularized logistic regression (LLR) is used 
to find disease-related genes. Both of these methods are used under stability selection18, which can effectively control 
false positives. Finally, based on the edge weight scores from the previous step, we use a path search algorithm to 
discover top K path associations and significant DNA methylation sites. To ensure the computational efficiency of 
NAMDD for real large-scale data, we propose a screening method to improve the efficiency of the algorithm.

Our proposed approach (NAMDD) has advantages over existing disease-related methylation site research 
methods. Initially, compared with single methylation site analysis, NAMDD can find weighted edges and consider 
all DNA methylation sites and genes simultaneously. Furthermore, NAMDD integrates three kinds of data (DNA 
methylation, gene expression and disease status data), which helps us to bridge the gap between methylation 
sites and disease (i.e., methylation sites affect gene traits and gene traits influence disease) and better under-
stand methylation-cancer complex mechanisms. Finally, compared with methods that need prior information, 
NAMDD does not require any prior information; therefore, it is more suitable for large-scale datasets.

Figure 1.  An association network for ovarian cancer identified by NAMDD. Circles represent DNA 
methylation sites, hexagons are genes, rounded corner quadrilateral is ovarian cancer, and edges represent 
association between nodes.
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In our experiments, we first compared the receiver operating characteristic (ROC) performance of NAMDD 
with those of two well-known disease-related methylation site research methods (NsRRR and PCLOGIT) using 
eight kinds of synthetic datasets. The results show that NAMDD can take advantage of gene expression data to 
significantly improve the performance in detecting disease-related DNA methylation sites under false positive 
control. The boxplots show that the stability of NAMDD is better than those of NsRRR and PCLOGIT. NAMDD 
achieved a better performance on the ovarian cancer datasets from The Cancer Genome Atlas (TCGA). We then 
applied NAMDD to ovarian cancer datasets and identified 389 significant path associations, among which we ana-
lyzed the statistical significance of DNA methylation sites and genes from top 22 paths. The statistical significance 
of the top 22 paths were estimated using a permutation test. We also provided hypothetical biological path asso-
ciations to explain our findings. The software of NAMDD is available at https://github.com/nathanyl/NAMDD.

Methods
Before introducing our method, we summarize the notations used in this article. Matrices are denoted by boldface 
uppercase, vectors are denoted by boldface lowercase, and scalars are denoted by lowercase letters. We denote the 
DNA methylation predictor matrix by X ∈ RN×P, where N represents the number of samples and P represents the 
number of DNA methylation sites. xj represents the j-th column of the DNA methylation predictor matrix, xi 
represents the i-th row of the matrix, and xj

i represents the (i, j) matrix entry. Meanwhile, the gene expression 
matrix is denoted by Y ∈ RN×Q with N samples and Q gene traits, and the disease status matrix is denoted by Z ∈ 
RN×K with K diseases.

Next, we show how to discover disease-related path associations. We also describe how to find DNA methyl-
ation sites that affect gene traits, identify genes that affect disease, construct an association network, and define 
a path score formula that evaluates the significance of path associations. Additionally, based on the path scores, 
we use a path search algorithm to discover top K path associations and significant DNA methylation sites. For 
large-scale datasets, we also propose a screening method to improve the efficiency of the algorithm.

Discovering paths in an association network.  Given datasets containing DNA methylation, gene 
expression, and disease status data, we used DNA methylation sites, gene traits, and disease status as nodes in an 
association network. We describe how to construct edges between two nodes using a nonconvex alternating direc-
tion method of multipliers (NcADMM) algorithm for group sparsity with sparse groups12 and L1-regularized 
logistic regression (LLR)10 under stability selection18. NcADMM and LLR provide powerful techniques to dis-
cover associations between DNA methylation sites and gene traits or associations between gene traits and dis-
eases, and the stability selection provides an effective way to control false positives.

The advantages of using NcADMM and LLR over single DNA methylation site analysis are reflected in two 
aspects. First, NcADMM and LLR are multivariate regression methods that can consider all DNA methylation 
sites or gene traits simultaneously. As a result, they can handle large-scale data. Second, NcADMM takes advan-
tage of sparsity and group structure information from DNA methylation data, while LLR takes advantage of 
sparse mapping from gene traits to disease (i.e., a small number of genes are related to disease).

To detect informative edges between DNA methylation sites and genes, the original model is:
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where B ∈ RP×Q is a regression coefficient matrix whose nonzero entries represent associations between DNA 
methylation sites and genes, X is a DNA methylation predictor matrix and Y is a gene expression matrix. Here, 
⋅ 1 is the element-wise L1-norm, ⋅ 2 is the L2-norm, ⋅ F is the Frobenius (element-wise L2) norm and bi is the 

i-th row of B. The second term B 1 promotes the sparsity of the overall data, and the third term ∑ = bi
P i

1 2 pro-
motes group sparsity in the sense that only a few DNA methylation sites affect gene traits. We first use an alternat-
ing direction method of multipliers (ADMM) approach, which uses variable splitting, to decompose the original 
problem into easily solvable sub-problems19. The auxiliary variable W is used to split the data as follows:
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where W is treated as a proxy for B, and the fourth term is the relaxation of the equality constraint W = B. The last 
ingredient is to enforce the equality of W and B at convergence. A dual variable (or Lagrange multiplier) Λ is used 
to enforce the equality of W and B at convergence:
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Equation (3) shows a sparse-and-group model that can obtain the optimal solution through convex optimiza-
tion and ADMM. However, many studies have shown that improved performance can be obtained by using non-
convex optimization12,13. Thus, nonconvex optimization is used to solve our problem. Let u ∈ R, we first introduce 
shrinkage mappings12 Su and Su from RN × R+ to RN:
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b
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We use these two shrinkage mappings with u < 1. Equations (4) and (5) are an extension of soft-thresholding20, 
which appears in many sparsity-related algorithms:
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Equation (6) incorporates soft-thresholding and is the proximal mapping for the L1 norm:
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If there is a real-valued function G such that for any w ∈ RN:
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i1  and g(w) is a penalty function (see Fig. 2 for numerically computed plots; the function 
g(w) grows like |w|u/u + C for large |w| and some C (or +w Clog  for u = 0)), then for any w ∈ RN:
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The form of Eq. (3) that contains a nonconvex penalty can be written as:

∑α β Λ+ + − − + −α β
=

G gW w W B XB Ymin ( ) ( ) 1
2

1
2 (10)u

i

P

v
i

F F
W B,

,
1

, 2
2 2

Finally, the original problem, which is represented by Eq. (3), is transformed into an easily solvable nonconvex 
optimization problem. Chartrand et al.12,21 proposed the details and a method proof. The NcADMM algorithm 
for sparsity with group sparsity is shown in Algorithm 1.

Using Eq. (10), we find edges between DNA methylation sites and genes, where linear loss is used because 
gene expression values are continuous. Next, we use Eq. (12) to find edges between genes and disease, where 
logistic loss is used for binary status (i.e., disease status is denoted by 1 and normal status is denoted by 0). Given 
a feature (i.e., gene) vector y as follows:
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= = =
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where θ ∈ RQ is the coefficient vector of the logistic regression model, and σ(⋅) is the sigmoid function, then 
L1-regularized logistic regression is defined as follows:
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Figure 2.  Plots for the function g in Eq. (9) using α = 1. The smaller the value of u is, the slower of the growth of g.
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In practice, NAMDD is applied to one kind of disease and the disease status matrix is Z ∈ RN×1. Meanwhile, 
we determine the regularization parameters α, β and λ using cross-validation; however, with cross-validation, we 
often obtain many false positives (i.e., a normal DNA methylation site is identified as a disease-related methyla-
tion site). To effectively control false positives, we use NcADMM and LLR under stability selection, which shall 
be described in the next section.

Calculating the edge score under stability selection.  Based on the resampling technique, stability 
selection can effectively control false positives. We use NcADMM and LLR with a stability selection strategy to 
detect edges in an association network. Briefly, the stability selection procedures for NAMDD are as follows. First, 
we randomly select half of the number of samples T times and apply NcADMM and LLR to the corresponding 
selected datasets (i.e., NcADMM for the DNA methylation and gene expression datasets and LLR for the gene 
expression and disease status datasets). Second, stability selection reserves DNA methylation sites or genes whose 
coefficients are non-zero for T⋅φ times, where φ is a threshold parameter that controls the number of false pos-
itives. We summarized NAMDD under stability selection in Algorithm 2. We discuss our choice of two param-
eters, T and φ, next. Meinshausen et al.18 reported that T ≥ 100 is sufficient to achieve false positive control. In 
practice, φ is chosen to be between 0.5 and 1. The larger φ is, the better the false positive control at the cost of a 
decreased true positive rate. In theory18, under certain conditions, the relationship between the number of false 
positives and φ has been established. When finding edges between DNA methylation sites and the q-th gene trait,

φ
≤

−
α β⁎ ⁎

E V
c

P
( ) 1

2 1 (13)q
,

2

where E(Vq) is the expected number of falsely detected DNA methylation sites for the q-th gene trait, and α β⁎ ⁎c ,  is 
the number of nonzero coefficients found by NcADMM with α* and β*. Equation (13) shows that the upper 
bound of the number of false positives is inversely proportional to φ. The same situation exists when detecting 
associations between gene traits and disease.

We use stability selection to calculate the score of every edge in an association network. For the edge connect-
ing the p-th DNA methylation site and the q-th gene trait edge, the score is defined as follows:

=score e p q
T

( ) #( , )
(14)q

p

where eq
p indicates the edge connecting the p-th DNA methylation site and q-th gene trait. #(p, q) indicates the 

number of datasets in which eq
p is successfully identified among all T datasets generated by the same parameters. 

The range of the score is 0 to 1. Obviously, the larger the score is, the stronger the relationship between the p-th 
DNA methylation site and the q-th gene trait.

Based on the edge scores, we can calculate the path scores. We assume that the path, which is composed of 
significant edges, is also a significant path. To effectively find significant paths, we use a path search algorithm, 
which shall be described in the next section.

Using a path search algorithm to detect important path associations.  There are many path associ-
ations in an association network. In order to find significant paths from DNA methylation sites to disease. Based 
on previous research, we use a path search algorithm to find important paths (i.e., paths with high scores) in an 
association network22. It should be noted that, significant paths tend to have large scores, and a path means a 
continuous pathway from a DNA methylation site to a gene and from the gene to a disease.

In an association network, the procedure for finding important paths is as follows. First, we look for all genes 
that are both connected to the DNA methylation sites and connected to the disease; thus, we can use these genes 
to find all existing paths. Second, the score of path can be obtained by summing edge scores that belong to the 
path. Finally, we can find K maximum score paths.

The path score equation is defined as follows:

∑= ∈score score(Path) (Edge ) (15)iEdge Pathi

Algorithm 1.  NcADMM algorithm for sparsity with group sparsity.
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A screening strategy based on NAMDD.  In the process of finding significant path associations, stability 
selection requires multiple runs of the NcADMM algorithm. This is particularly problematic when finding edges 
(i.e., associations) between DNA methylation sites and genes in large-scale cancer datasets (e.g., P = 450000 DNA 
methylation values from the Illumina Infinium HumanMethylation450k platform); thus, in this section, we pro-
pose a screening method to improve the efficiency of the NcADMM algorithm:

−Y x bmin1
2 (16)b

j j F

2

j

where Y ∈ RN×Q is the entire gene expression data matrix, xj ∈ RN is the expression values for the j-th DNA meth-
ylation site among N samples, bj ∈ RQ is the coefficient vector for the j-th DNA methylation site corresponding 
to its effect size on Q genes, and each entry corresponds to the effect of the j-th DNA methylation site on a gene.

The idea of the screening method is to retain DNA methylation sites that have strong associations with gene 
traits. We consider one DNA methylation site at a time. After calculating the coefficient vector for each DNA 
methylation site, we put all the coefficient vectors together to form a matrix L ∈ RP×Q whose rows correspond to 
DNA methylation sites and columns correspond to genes. After the screening process, we select the top d DNA 
methylation sites for each gene based on the absolute value of the coefficients and then apply NAMDD to the 
filtered dataset. This strategy is similar to the single variable screening step followed by joint analysis in linear 
regression. For large-scale cancer datasets (e.g., P = 450000 DNA methylation values from the Illumina Infinium 
HumanMethylation450 k platform), we recommend using this screening method to reduce the number of DNA 
methylation sites.

Synthetic datasets and ovarian cancer data.  We generated eight kinds of simulation datasets with 
different sample sizes, different numbers of methylation-gene true associations and the same number of fea-
tures (i.e., 1000 DNA methylation sites, 100 genes, and 1 disease status). Here, 150 methylation site-10 gene true 
associations, which are present in N ∈ {200, 500, 800, 1100} samples, were used to introduce the data generation 
process. In the four other simulation datasets, 300 methylation sites linked to 30 genes were used to show true 
associations. First, we generated 150 causal DNA methylation sites that are actually related to disease. The disease 
status is a balanced number case-control status (i.e., equal numbers of 0 s and 1 s, 0 is used to indicate a normal 
status, and 1 is used to indicate a disease status). Second, a three-layer neural network was used to generate 10 
gene expression levels, where adjacent layers are fully connected. In the three-layer neural network, the input 
layer with 150 nodes represents DNA methylation sites, the middle layer with 10 nodes represents gene traits, 
and the output layer with 1 node represents the disease status. Third, the three-layer neural network was trained 
until more than 95% of disease status nodes were correctly predicted using a back propagation (BP) algorithm 
implemented using Tensor Flow23. After training, the values in the middle layer nodes were used as gene expres-
sion values. Finally, for each sample, we added 850 DNA methylation site values drawn from N(0,1) and 90 gene 
expression values drawn from a Gaussian distribution with the same variance as the 10 gene expression levels to 
include DNA methylation sites and gene traits not associated with the disease pathogenesis mechanism. We also 
added noise data from N(0,1).

Ovarian cancer data from TCGA24. DNA methylation profile of TCGA ovarian cancer data was measured 
experimentally using the Illumina Infinium HumanMethylation27 platform by the Johns Hopkins University and 
University of Southern California TCGA genome characterization center. The gene expression profile was meas-
ured experimentally using the Affymetrix HT-HGU133A platform by the Broad Institute of MIT and Harvard 

Algorithm 2.  NAMDD under stability selection.

https://doi.org/10.1038/s41598-019-42010-6
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University cancer genomic characterization center. The disease status data was derived at the Broad Institute of 
MIT and Harvard University cancer genomic characterization center.

We compared our method NAMDD with two widely used methylation site search methods NsRRR-Logistic 
and PCLOGIT. We evaluated their performance in detecting disease-related DNA methylation sites.

For NsRRR-Logistic, we first used NsRRR to identify DNA methylation sites associated with gene traits. These 
DNA methylation sites were identified as being associated with disease, and L1-regularized logistic regression 
was used to evaluate the significance of the disease-related DNA methylation sites. We then determined the 
NsRRR and L1-regularized logistic regression regularization parameters using a 10-fold cross-validation strategy. 
Finally, we followed the NsRRR strategy to set the prior knowledge parameters for DNA methylation sites and 
genes in NsRRR. The prior knowledge setting strategy for NsRRR is as follows. In a DNA methylation network, 
NsRRR uses signal-carriers to represent disease-related methylation sites and non-signal-carriers to represent 
normal methylation sites; thus, pC = 0.4 represents the probability of a connection between signal-carriers (i.e., 
disease-related methylation sites) in the same sub-network, pCC = 0.13 represents the probability of a connection 
between single-carriers or non-signal-carriers in different sub-networks, and pSN = 0.04 is the probability of a 
connection between a signal-carrier and a non-signal-carrier. The same prior knowledge parameters are present 
in the corresponding gene network. We applied NsRRR-Logistic to synthetic datasets using the above parameters.

Figure 3.  ROCs of NAMDD, NsRRR-Logisitc and PCLOGIT in 150 methylation sites-10 genes true 
associations simulation datasets. N = 200 (top left), N = 500 (top right), N = 800 (bottom left), and N = 1100 
(bottom right). For NAMDD, we show the results with three settings for φ from 0.6 to 0.8.

Figure 4.  ROCs of NAMDD, NsRRR-Logisitc and PCLOGIT in 300 methylation sites-30 genes true 
associations simulation datasets. N = 200 (top left), N = 500 (top right), N = 800 (bottom left), and N = 1100 
(bottom right). For NAMDD, we show the results with three settings for φ from 0.6 to 0.8.

https://doi.org/10.1038/s41598-019-42010-6
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PCLOGIT is a penalized conditional (unconditional) logistic regression method that uses a network-based 
penalty for matched (unmatched) case-control data. For PCLOGIT, we used the R package ‘PCLOGIT’ with 
default settings. The function ‘sel.pclogit’ from the R package returns the selection probabilities of methylation 
sites, which were computed based on a resampling strategy. Thus, we could use selection probabilities to calculate 
the true positive rate (TPR), false positive rate (FPR) and area under the curve (AUC).

For NAMDD, we changed φ from 0.6 to 0.8, set T = 100, u = 0.5 and v = 0.5 and selected up to K = 2000 paths. 
In Figs 3 and 4, the ROC curves show the TPRs and FPRs of the results produced by NAMDD with three different 
parameter settings φ = {0.6,0.7,0.8}, NsRRR-Logistic, and PCLOGIT. Each panel shows the results for different 
sample sizes and different numbers of methylation-gene true associations from N = 200 to N = 1100. The corre-
sponding AUC values and ACC (accuracy) values from Figs 3 and 4 are shown in Supplementary Tables S1 and 
S2, respectively.

All experiments were performed on the same computer with an Intel Xeon E5-2650 CPU and 128 G RAM; we 
received a MATLAB license from the school software service center (http://software.tongji.edu.cn/).

True-signatures test.  In true-signatures test, we first use a conventional linear regression method 
FaST-LMM-EWASher25 (Factored Spectrally Transformed Linear Mixed Model for Epigenome-Wide Association 
studies) to predefine OC-associated DNA methylation sites which are defined as true signatures. We then com-
pare the performance of three methods in picking up these true signatures. A good disease-related methylation 
analysis method should report as many as true signatures as possible, and at the same time report as less methyl-
ation sites as possible.

Sample exchange test.  In the designed sample-exchange test, disease-related methylation analysis is firstly 
conducted on the original dataset with correct sample class label and generated a set of “actual” result; then 
disease-related methylation analysis is applied to a “mock” dataset with the samples exchanged between two 
class conditions to generate a set of “mock” result. Compared with the “actual” result that is expected to carry 
biological meaning, the “mock” result in generated with wrong sample labels and thus represents a background 
associated with no biological meanings. A good disease-related methylation analysis method should report as 
many as disease-related methylation sites (DMSs) as possible in the “actual” result, and at the same time report as 
less DMSs as possible in the “mock” result given a specific stability selection score. When two methods report the 
same number of DMSs on the “mock” dataset, the one that reports more DMSs on the “actual” dataset achieved 
a better performance.

Estimating significance of paths.  We assessed the statistical significance of an observed path (OP) from 
the top 22 paths by comparing its path score (PS) with the set of scores PSNULL computed with randomly assigned 
data26,27. First, we randomly assign original methylation samples, randomly arrange original gene samples, ran-
domly assign original disease status labels to samples, and re-compute the PS of an OP. Second, we repeat the 
previous step with 1000 permutations and create a histogram of the corresponding path scores PSNULL. Third, we 
estimate the P-value for an OP from PSNULL by calculating the fraction of the 1000 random permutations in which 
the OP gave a smaller PS than that observed in the original data.

In our study, the null hypothesis is that the score of the path is random with regard to the sample categoriza-
tion. The alternative hypothesis is that the score of the path is associated with specific diagnostic criteria used to 
assign labels to samples. Suppose the P-value of the path association is 0.008, which means that there are eight 
permutation test results smaller than the original path score under the null hypothesis.

Figure 5.  The boxplots of the AUCs for NAMDD, NsRRR-Logistic and PCLOGIT with different sample 
sizes. N = 200 (top left), N = 500 (top right), N = 800 (bottom left), and N = 1100 (bottom right). Here, 150 
methylation sites linked to 10 genes were used to show true associations in four simulation datasets.

https://doi.org/10.1038/s41598-019-42010-6
http://software.tongji.edu.cn/


9Scientific Reports |          (2019) 9:5601  | https://doi.org/10.1038/s41598-019-42010-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

Results
In this section, we first compared the performance of NAMDD with those of two well-known methods (i.e., 
NsRRR and PCLOGIT) using synthetic data sets; the results show that NAMDD outperforms the other methods. 
The boxplots show that the stability of NAMDD is better than the other methods. NAMDD achieved a better per-
formance in real ovarian cancer data sample-exchange test. We then applied NAMDD to the ovarian cancer data 
from TCGA and identified 389 significant path associations, among which we analyzed the statistical significance 
of DNA methylation sites and genes from top 22 paths. The statistical significance of the top 22 path associations 
were estimated using a permutation test.

Performance comparison on synthetic data.  Compared to NsRRR-Logistic and PCLOGIT, NAMDD 
showed significantly better performance (larger area under the curve) for N > 200 regardless of the setting for φ.  
The results suggest that when the disease pathogenesis mechanism is complex such that DNA methylation sites 
affect a disease via multiple layers, two-way association (i.e., DNA methylation sites and disease or DNA meth-
ylation sites and gene traits) analysis can be ineffective in capturing causal DNA methylation sites. For each kind 
of dataset (e.g., N = 200, 150 methylation site-10 gene true associations), we generated these kind of datasets 
20 times, calculated AUC values for all methods using the datasets and generated their boxplots. The boxplots 
are shown in Figs 5 and 6. The boxplots show that the stability of NAMDD is better than those of NsRRR and 
PCLOGIT.

Performance comparison on ovarian cancer data.  Ovarian malignancy is one of the common malig-
nant tumors in the female genital organs. Because ovarian cancer (OC) has no symptoms during the early stages 
of the disease, it is difficult to identify whether the tumor is benign or malignant. Many patients are diagnosed 
after ovarian cancer has metastasized. Recent studies have shown that aberrant DNA methylation plays an 

Figure 6.  The boxplots of the AUCs for NAMDD, NsRRR-Logistic and PCLOGIT with different sample 
sizes. N = 200 (top left), N = 500 (top right), N = 800 (bottom left), and N = 1100 (bottom right). Here, 300 
methylation sites linked to 30 genes were used to show true associations in four simulation datasets.

Figure 7.  Comparison of three methods on ovarian cancer data experiment with true-signatures test. NAMDD 
outperforms the competing methods.
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important role in the malignant cell process28,29. Identifying path associations (i.e., DNA methylation sites to 
disease through gene expression traits) in ovarian cancer could yield insights into the complex epigenetic mech-
anisms affecting cancer.

We applied NAMDD, NsRRR-Logisitc and PCLOGIT to the TCGA ovarian cancer data, containing measure-
ment profiles of both DNA methylation and gene expression for 592 samples. This dataset includes 24862 DNA 
methylation sites and the expression values for 12043 DNA probes from the same samples including known and 
predicted genes. For ovarian cancer disease status, we used binary classification labels (i.e., 0 for normal and 1 
for disease).

A major limitation for testing disease-related methylation site analysis methods with real dataset is the lack of 
experimentally validated true disease-related methylation sites. Without ground truth, it is difficult to effectively 
compare the performance of different approaches. For this reason, we first used FaST-LMM-EWASher to prede-
fine OC-associated DNA methylation sites (true signatures). Because we expect some, but not too many meth-
ylation sites to be related with OC. We selected the top 200 sites from the results of the FaST-LMM-EWASher 
according to FaST-LMM-EWASher usage and threshold criteria (P-value < 2.02e-20, Q-value < 6.46e-19). We 
then compared the performance of three methods in picking up these true signatures. In the Fig. 7, x-axis rep-
resents the number of true signatures, and y-axis represents the percentage of methylation sites containing true 
signatures. The detail information of Fig. 7 is shown in Supplementary Table S3.

We designed a sample-exchange test to compare the performance of different approaches by taking advantage 
of a true null data generated by sample exchange. Such kind of evaluations are widely used in bioinformatics stud-
ies to compare performance of different methods when the ground truth is not known30–33.

As is shown in Supplementary Figure 1, NAMDD outperforms the other methods on real disease-methylation 
dataset in sample exchange test. In the Supplementary Figure 1, x-axis represents the percentage of DMSs found 
in the “mock” dataset, and y-axis represents the percentage of DMSs found in the “actual” dataset. For NAMDD, 
when 0.5% of sites are reported as DMSs on the “mock” dataset, around 2.5% of DMSs are reported on the corre-
sponding “actual” dataset. The detail information of Supplementary Figure 1 is shown in Supplementary Table S4.

Application to ovarian cancer data.  We ran Algorithm 2 with a 10-fold cross-validation,φ = 0.6, and 
T = 100. We chose φ = 0.6 to ensure that all potentially interesting paths were included in the results. We found 
389 paths in the OC data. The paths involve a DNA methylation site, a gene, and the disease. To the best of our 
knowledge, OC-related path associations have not been reported in the previous literature. The maximum path 
score is 2. We focused on analyzing the top 22 paths because of these paths are the highest-scoring (Table 1. col-
umn 6) paths containing three known ovarian cancer oncogenes CCNE1, AURKA and RAB2534–36. The 22 path 
associations and corresponding path P-values (Table 1. column 7) are shown in Table 1.

DNA 
methylation site

DNA methylation 
site position Annotation

Genes nearby DNA 
methylation site within 
1 Mbp Gene

Gene start 
position

Path 
score Path P -value

cg20822628 chr20:61041592 gene body GATA5 CCNE1 chr19:30302805 1.97 0.011

cg00499822 chr10:44881551 gene body CXCL12 CCNE1 chr19:30302805 1.96 0.01

cg23588759 chr6:88039288 gene body GJB7; SMIM8 CCNE1 chr19:30302805 1.95 0.009

cg03504078 chr5:140480218 Intergenic AC005754 CCNE1 chr19:30302805 1.95 0.012

cg08861115 chr2:113735377 gene body IL36G CCNE1 chr19:30302805 1.92 0.008

cg21906716 chr1: 3579978 gene body TP73 CCNE1 chr19:30302805 1.91 0.017

cg19290962 chr20:2517613 promoter TMC2 CCNE1 chr19:30302805 1.90 0.009

cg16935609 chr5:6632086 promoter NSUN2; SRD5A1 CCNE1 chr19:30302805 1.82 0.033

cg09111917 chr3:44915918 promoter TGM4 CCNE1 chr19:30302805 1.81 0.015

cg01309153 chr9:136224666 Intergenic SURF1 CCNE1 chr19:30302805 1.80 0.021

cg16391792 chr15:58723657 gene body ALDH1A2 AURKA chr20:54944445 1.96 0.021

cg05697231 chr15:74286614 promoter PML AURKA chr20:54944445 1.95 0.016

cg19515446 chr6:26108335 gene body HIST1H1T AURKA chr20:54944445 1.92 0.02

cg19035993 chr22:32108701 gene body PRR14L AURKA chr20:54944445 1.92 0.03

cg04711324 chr18:40695633 gene body RIT2 AURKA chr20:54944445 1.90 0.021

cg17675150 chr18:56529784 promoter ZNF532 AURKA chr20:54944445 1.86 0.15

cg19320612 chr2:167168190 gene body SCN9A AURKA chr20:54944445 1.83 0.018

cg22313025 chr6:105307096 gene body HACE1 RAB25 chr1:156030951 1.96 0.02

cg23303782 chr10:120967744 gene body GRK5 RAB25 chr1:156030951 1.92 0.018

cg17749520 chr17:42466567 gene body ITGA2B RAB25 chr1:156030951 1.91 0.01

cg08377000 chr4:90033921 promoter FAM13A;TIGD2 RAB25 chr1:156030951 1.87 0.011

cg03381111 chr15:25296571 gene body SNHG14 RAB25 chr1:156030951 1.84 0.025

Table 1.  Top 22 path associations found by NAMDD in the OC data related to CCNE1, AURKA and RAB25 
genes. Path P-values were obtained from permutation test.

https://doi.org/10.1038/s41598-019-42010-6


1 1Scientific Reports |          (2019) 9:5601  | https://doi.org/10.1038/s41598-019-42010-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

Significant analysis of DNA methylation sites and gene in independent data.  Having identified 22 significant 
methylation sites, we attempted to replicate these methylation significances in independent data (GSE15373) 
from ovarian cancer cases and controls. The methylation profile was measured experimentally using the genome 
tiling array by the Indiana University medical sciences. To verify whether the methylation sites are specifically 
functions in the disease, we used Student’s t test to calculate P-values of DNA methylation sites from 22 paths. The 
results are shown in Table 2. As is shown in Table 2, Student’s t-test P-values for all 22 DNA methylation sites are 
less than 0.01, which means that we can reject the null hypothesis and consider DNA methylation sites of 22 paths 
are differentially expressed between normal and cancer.

We used Pearson correlation coefficient (PCC) to calculate correlation coefficients of DNA methylation sites 
and genes in disease samples. The results are shown in Supplementary Table S3. The PCCs and corresponding 
P-values provided in Supplementary Table S3 indicate that these DNA methylation site levels are significantly 
negatively correlated with gene express level. Based on the above mentioned information, we are confident that 
the changes of DNA methylation level in the sites involved in the 22 paths are negatively correlated with gene 
express level when comparing the case of disease and normal. The PCCs and corresponding P-values from 389 
paths provided in Supplementary Table S7.

Based on the representative work of transcription factor research37–39, we collected 2574 transcription factor 
genes and calculated the proportion of transcription factor genes near these DNA methylation sites. We found 
that 6 of 22 DNA methylation sites are located nearby these genes. In order to check if these genes are in fact over 
represented, we used GSEA software (http://software.broadinstitute.org/gsea/index.jsp) for gene set enrichment 
analysis (GSEA)40. The |NES| > 1, NOM p-val < 0.001, and FDR q-val < 0.05. The GSEA results indicate that these 
genes are over represented. The detailed location information of 6 DNA methylation sites and transcription factor 
genes GSEA results are provided in Supplementary Table S6.

Having identified 3 significant genes, we attempted to replicate these gene expression differences in inde-
pendent data (GSE14407) from ovarian cancer cases and controls. The gene expression profile was measured 
experimentally using the Affymetrix U133 Plus 2.0 platform by the Clark Atlanta University cancer research and 
therapeutic development center. We used Student’s t test and Wilcoxon rank sum test to estimate the significance 
of differential expression. The results of Student’s t test and Wilcoxon rank sum test are shown in Table 3. In 

DNA methylation site P-value T-score (case-control)

cg20822628 7.88e-28 −17.014

cg00499822 6.95e-10 −5.332

cg23588759 2.69e-21 −10.521

cg03504078 7.93e-31 −3.614

cg08861115 3.58e-35 −19.391

cg21906716 9.50e-28 −16.988

cg19290962 4.15e-15 −13.211

cg16935609 1.82e-36 −11.040

cg09111917 2.88e-44 −9.877

cg01309153 6.95e-05 −13.466

cg16391792 6.18e-24 −10.893

cg05697231 7.38e-03 −3.056

cg19515446 4.74e-14 −12.780

cg19035993 7.15e-15 −4.639

cg04711324 3.12e-15 −13.973

cg17675150 8.57e-20 −20.089

cg19320612 5.91e-38 −14.561

cg22313025 8.49e-05 −5.722

cg23303782 4.83e-12 −4.771

cg17749520 6.46e-08 −3.592

cg08377000 6.79e-11 −15.435

cg03381111 1.57e-17 −6.131

Table 2.  The Student's t-test P-values and T-scores of DNA methylation sites from 22paths.

Method value CCNE1 AURKA RAB25

Student’s t test P-value 2.17e-06 5.42e-11 7.15e-04

Student’s t test T-score (case-control) 21.9653 26.4098 7.4899

Wilcoxon rank sum test P-value 2.64e-08 1.98e-07 2.54e-05

Wilcoxon rank sum test H-value 1 1 1

Table 3.  The Student’s t test and Wilcoxon rank sum test for genes from 22 paths.
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Student’s t test, the P-values of three genes are less than 0.01. Meanwhile, in Wilcoxon rank sum test, the P-values 
of three genes are less than 0.01, and H-values are equal to 1. The results of Student’s t test and Wilcoxon rank sum 
test show that genes from 22 paths are significantly differentially expressed between normal and cancer.

We first perform genome-wide differential expression analysis using the conventional approaches, and 
then see how many of these differentially expressed genes are picked up by the 3 Methods. We used a classic 
epigenome-wide differential expression analysis method edgeR41 (Empirical analysis of Digital Gene Expression 
in R) to find differentially expressed genes. We then compared the performance of three methods (NAMDD/
NsRRR/PCLOGIT) in picking up these differentially expressed genes. Among the 100 differentially expressed 
genes found by edgeR, the results of NAMDD included 52 genes, NsRRR found 34 genes, and PCLOGIT found 
15 genes.

Discussion
In this section, we first tried to investigate and explain the biological mechanisms of path associations based on 
bioinformatics databases and our extensive literature survey. Further biological studies are required to confirm 
our proposed hypotheses. In other paths not discussed in the article, three genes were involved including RFC4, 
TPX2, and ASNS. We found no reported associations between these genes and OC. However, these genes are 
related to breast cancer42–46. In future work, it would be interesting to investigate the relationships between these 
genes and OC. We then discussed the experimental results and work’s extensions.

Path associations containing CCNE1.  We identified 10 path associations that involve cyclin e1 
(CCNE1). CCNE1 is a protein coding gene according to GeneCards (www.genecards.org)47–49 and the human 
protein-protein interaction database50–54. CCNE1 encodes cyclin e1 protein. This cyclin forms a complex with 
and functions as a regulatory subunit of CDK2, whose activity is required for the cell cycle G1/S transition. Thus, 
CCNE1 promotes progression of the cell from the G1 to the S phase of the cell cycle55 and is a proliferation 
marker56. Many studies have reported that this gene is associated with cancers57–59, by contributing to tumor 
genesis. Next, we tried to investigate and explain the cancer-related regulation mechanisms underlying path asso-
ciations between the DNA methylation sites and CCNE1 in 2 of 10 path associations.

In the path association cg20822628 → CCNE1 → OC, cg20822628 (chr20: 62466536–62466537) is located 
9435 bp downstream of the transcriptional start site (TSS) of gata binding protein 5 (GATA5). Research shows 
that the transcriptional silencing of GATA5 causes silencing of DAB2 (disabled homolog 2)60. The PCC between 
GATA5 and DAB2 and corresponding P-values are −0.5604 and 0.0118, respectively. DAB2 is a potential tumor 
suppressor61,62. DAB2 and CCNE1 are a tumor suppressor gene and oncogene pair normally involved in strong sta-
bilizing molecular interaction negative feedback loops, and it is these interactions that are sufficiently perturbed 
during cancer development63. DAB2 encodes a mitogen-responsive phosphoprotein that inhibits Wnt/β-catenin 
signaling by binding LRP6 (lipoprotein receptor related protein 6) and promoting its internalization through 
clathrin64. Activated Wnt/β-catenin signaling promotes the progression of tumor cell cycle and cell proliferation; 
concomitantly, the mRNA levels of CCNE1 are higher than normal65. Figure 8 illustrates our hypothesis for the 
path association. Combining the information mentioned above, we hypothesize the ovarian cancer-related regu-
lation mechanism as follows. Initially, the DNA methylation site cg20822628 causes the transcriptional inactiva-
tion of GATA5, which drives down-regulation or silencing of the tumor suppressor gene DAB2. Furthermore, low 
expression of the tumor suppressor gene DAB2 enhances Wnt/β-catenin signaling activity. Additionally, active 
Wnt/β-catenin signaling results in high CCNE1 expression. Finally, the high level of CCNE1 promotes progres-
sion of the cell from the G1 to the S phase of the cell cycle, which increases the risk of OC.

In the above paragraph, we investigated and explained how the DNA methylation site promotes oncogene 
CCNE1 overexpression and increases the risk of OC. In this section, we try to explain ovarian cancer cell growth 
and survival through a significant path. In the path association cg00499822 → CCNE1 → OC, cg00499822 
(chr10: 44386103–44386104) is located 1010 bp upstream of CXCL12 (c-x-c motif chemokine ligand 12). The 
protein encoded by this gene is the ligand for the G-protein coupled receptor, chemokine (c-x-c motif) recep-
tor 4, and plays a role in many diverse cellular functions, including inflammation response, immune surveil-
lance and tumor growth and metastasis66,67. A large number of studies have shown that CXCL12 and CXCR4 
(c-x-c motif chemokine receptor 4, CXCL12’s specific receptor) are involved in tumorigenesis, proliferation and 

Figure 8.  Hypothetical pathway for the path association involving cg20822628 (close to GATA5), CCNE1 and OC.
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metastasis68,69. CXCL12/CXCR4 can regulate signaling pathways by altering the chemical structure of G pro-
tein. The PCC between CXCL12 and CXCR4 and corresponding P-values are 0.7279 and 0.0055, respectively. 
CXCL12 and CXCR4 activate the mitogen-activated protein kinase (MAPK), stress-activated protein kinase/Jun 
N-terminal kinase (SAPK/JNK), extracellular-regulated kinase 1/2 (ERK1/2) and phosphatidyl inositol 3-kinase 
(PI3K) pathways70–72. The PI3K pathway can lead to the amplification of CCNE1 in cancer72. Combining the 
above mentioned information, we hypothesize the cancer-related DNA methylation regulation mechanism as 
follows. First, the DNA methylation site cg00499822 activates CXCL12, and the CXCL12 and CXCL4 interaction 
activates the relevant signaling pathways (i.e., MAPK, ERK1/2 and PI3Ksignaling pathways). Next, the PI3K 
pathway leads to CCNE1 overexpression which leads to ovarian cancer cell growth and survival. To the best of our 
knowledge, our finding suggests that this pathway increases the risk of ovarian cancer. This is a newly discovered 
pathway associated with ovarian cancer.

Path associations containing AURKA.  We identified 7 path associations that involve AURKA (aurora 
kinase a). According to the literatures73–76, the protein encoded by this gene is an important serine/threonine 
kinase responsible for regulating cell mitosis53. AURKA causes genome instability in a variety of tumor cells. 
AURKA plays an significant role in ovarian cancer cell proliferation77. Next, we tried to investigate the biological 
mechanisms underlying associations between the DNA methylation sites and ovarian cancer with AURKA.

In the path association cg16391792 → AURKA → OC, cg16391792 (chr15: 58431458–58431459) is located 
42456 bp downstream of the TSS of aldehyde dehydrogenase 1 family member a2 (ALDH1A2). It has been 
reported that ALDH1A2 is a candidate tumor suppressor gene in prostate cancer78. ALDH1A2 encodes an enzyme 
responsible for synthesis of retinoic acid (RA), and RA is an important active derivative of vitamin A which plays 
an important role in the control of cell differentiation and proliferation. RA can prevent epithelial and mesen-
chymal tumor formation and inhibit the growth of different tumors79. The PCC between ALDH1A2 and RA and 
corresponding P-values are 0.5321 and 0.0193, respectively. RA induces a moderate decline in IGF (insulin-like 
growth factors) concentrations80 and high IGF levels drive overexpression of AURKA81. Combining the above 
mentioned information, we hypothesize the biological regulation mechanism as follows. First, the cg16391792 
site causes defects in ALDH1A2 and leads the low expression of RA. Second, the low expression of RA results 
in the high levels of IGF. Finally, the high levels of IGF lead to overexpression of AURKA and promote ovarian 
cancer cell proliferation.

Path associations containing RAB25.  We identified 5 path associations that involve RAB25 (rab25, 
member ras oncogene family). The protein encoded by this gene is a member of the RAS (rat sarcoma) family 
of small GTPases82. RAB25 is related to the proliferation, survival, migration and invasion of ovarian cancer cell 
according to the literature and human gene database83,84. RAB25 prevents apoptosis and anoikis, including that 
induced by chemotherapy, and increases aggressiveness of ovarian cancer cells in vivo85.

In the path association cg22313025 → RAB25 → OC, cg22313025 (chr6: 104859221–104859222) is located 
699 bp downstream of the TSS of hect domain and ankyrin repeat containing e3 ubiquitin protein ligase 1 
(HACE1). HACE1 specifically recognizes and ubiquitinizes autophagic receptor OPTN (Optineurin). The 
HACE1-OPTN axis increases autophagic flux of intracellular autophagy and inhibits proliferation of tumor cell83. 
The PCC between HACE1 and OPTN and corresponding P-values are 0.6059 and 0.0121, respectively. The OPTN 
and RAB25 have an opposite effect in the autophagy mechanism52,86. Based on the above mentioned information, 
we hypothesize the biological regulation mechanism as follows. First, the cg22313025 site silences expression of 
the HACE1. Second, the silenced HACE1 disturbs the interaction mechanisms of the HACE1 and OPTN. Third, 
the perturbed OPTN level leads to high level of RAB25. Finally, the high level of RAB25 prevents apoptosis, pro-
motes cancer cell proliferation, and increases the risk of ovarian cancer.

In this article, we proposed a novel method NAMDD to discover path associations among DNA methylation 
sites, gene traits, and disease. We employed an ADMM nonconvex optimization algorithm to find associations 
considering all DNA methylation sites and all genes simultaneously, employed LLR to find associations consid-
ering all genes and disease simultaneously and used a stability selection strategy and a path search algorithm 
for false positive control and important path selection, respectively. At the same time we proposed a screening 
strategy for large-scale cancer datasets. In simulation studies we have demonstrated that our proposed approach 
outperforms the existing main-stream methods NsRRR-Logistic and PCLOGIT for N > 200 regardless of the set-
ting for φ. The boxplots show that the stability of NAMDD is better than those of the other methods. Meanwhile, 
in the analysis of ovarian cancer data from TCGA, NAMDD found 389 significant path associations, among 
which, we investigated and explained the disease pathogenesis mechanisms, including the CCNE1, AURKA, and 
RAB25 genes. True-signatures test and sample-exchange test were used to estimate the statistical significance of 
these paths. We also found several new cancer-related genes that should be verified through biological studies in 
the future.

Here, we primarily focus on discussing the results from the synthetic datasets when N = 200. For smaller 
samples (N = 200), the simulations suggest that NAMDD may not perform as well as the other methods. The 
reason is that too few training samples may lead to over-fitting of our model. Meanwhile, the largest AUC value 
(NsRRR-Logistic, 300 methylation sites linked to 30 genes were used to show true associations) for the sample 
size of 200 is 0.6368, which is shown in Supplementary Table S2. This result indicates that small samples may limit 
the effectiveness of all methods.

The Illumina Infinium HumanMethylation450 k platform reports DNA methylation values for approximately 
450 k sites in the human genome. The data from the HumanMethylation27 k and HumanMethylation450 k plat-
forms have the same form, meaning that NAMDD can also be applied to data from the HumanMethylation450 k 
platform. Unfortunately, the number of OC samples from the HumanMethylation450 k platform of TCGA 

https://doi.org/10.1038/s41598-019-42010-6


1 4Scientific Reports |          (2019) 9:5601  | https://doi.org/10.1038/s41598-019-42010-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

is too small (N = 10) to be used to train a model. In the future, when the number of samples from the 
HumanMethylation450 k platform is sufficient, we can apply NAMDD to data from the HumanMethylation450 k 
platform. Meanwhile, to ensure the scalability of NAMDD to 450 k datasets or larger-scale datasets, we proposed 
a screening method that was introduced in the “A screening strategy based on NAMDD” section, to improve the 
efficiency of the algorithm. For large-scale datasets, we recommend using this screening method to reduce the 
number of DNA methylation sites.

In sections Path associations containing CCNE1, Path associations containing AURKA and Path associations 
containing RAB25, based on database search and literature survey, we speculated some hypothetical pathways 
exist among DNA methylation sites, genes and disease. It will be better to use our proposed method to identify 
all the intermediate nodes in the hypothetical pathways. However, we cannot identify all the intermediate nodes 
because of the lack of the parallel data of complete multiple omics. In the future, when the pathway-related data 
is complete, we will apply NAMDD to the data and verify the intermediate nodes in the hypothetical pathways.

Underlying true mechanisms are much more complicated than what we assumed, gene-gene association has 
received extensive attention in disease research. In this paper, the method we proposed is devoted to discovering 
paths from a DNA methylation site to a gene and from the gene to a disease. In the future, we will study and try to 
propose a method for studying gene-gene association and optimal number of associations in methylation-disease 
research.

Finally, it should be noted that real-world biological mechanisms involve many factors such as microRNAs, 
lncRNAs, protein-protein interactions and environmental factors. In the future, we will study how to add interac-
tion information (i.e. DNA methylation interactions, gene interactions, and information which between different 
diseases) and other biological information to the framework. It would also be interesting to conduct biological 
experiments to validate our proposed hypotheses for OC-related path associations.

Data Availability
The software of NAMDD is available at https://github.com/nathanyl/NAMDD.

References
	 1.	 Holliday, R. The inheritance of epigenetic defects. Science 238, 163–170 (1987).
	 2.	 Lokody, I. Epigenetics: histone methyltransferase mutations promote leukaemia. Nature Reviews Cancer 14, 214–215 (2014).
	 3.	 Schübeler, D. Function and information content of DNA methylation. Nature 517, 321 (2015).
	 4.	 Coppedè, F. Epigenetic biomarkers of colorectal cancer: Focus on DNA methylation. Cancer letters 342, 238–247 (2014).
	 5.	 Lam, K., Pan, K., Linnekamp, J., Medema, J. P. & Kandimalla, R. DNA methylation based biomarkers in colorectal cancer: A 

systematic review. Biochim Biophys Acta. 1866, 106–120 (2016).
	 6.	 Houseman, E. A. et al. Model-based clustering of DNA methylation array data: a recursive-partitioning algorithm for high-

dimensional data arising as a mixture of beta distributions. BMC bioinformatics 9, 365 (2008).
	 7.	 Kuan, P. F., Wang, S., Zhou, X. & Chu, H. A statistical framework for Illumina DNA methylation arrays. Bioinformatics 26, 

2849–2855 (2010).
	 8.	 Zeller, C. et al. Candidate DNA methylation drivers of acquired cisplatin resistance in ovarian cancer identified by methylome and 

expression profiling. Oncogene 31, 4567 (2012).
	 9.	 Sun, H. & Wang, S. Penalized logistic regression for high-dimensional DNA methylation data with case-control studies. 

Bioinformatics 28, 1368 (2012).
	10.	 Tibshirani, R., Saunders, M., Rosset, S., Zhu, J. & Knight, K. Sparsity and smoothness via the fused lasso. Journal of the Royal 

Statistical Society: Series B (Statistical Methodology) 67, 91–108 (2005).
	11.	 Zou, H. & Hastie, T. Regularization and variable selection via the elastic net. Journal of the Royal Statistical Society: Series B 

(Statistical Methodology) 67, 301–320 (2005).
	12.	 Chartrand, R. & Wohlberg, B. In Acoustics, Speech and Signal Processing (ICASSP), 2013 IEEE International Conference on. 

6009–6013 (IEEE).
	13.	 Lu, C., Tang, J., Yan, S. & Lin, Z. Nonconvex Nonsmooth Low-Rank Minimization via Iteratively Reweighted Nuclear Norm. IEEE 

Transactions on Image Processing A Publication of the IEEE Signal Processing Society 25, 829 (2016).
	14.	 Rhee, J.-K. et al. Integrated analysis of genome-wide DNA methylation and gene expression profiles in molecular subtypes of breast 

cancer. Nucleic acids research 41, 8464–8474 (2013).
	15.	 Stone, A. et al. BCL-2 hypermethylation is a potential biomarker of sensitivity to antimitotic chemotherapy in endocrine-resistant 

breast cancer. Molecular cancer therapeutics 12, 1874–1885 (2013).
	16.	 Gervin, K. et al. DNA methylation and gene expression changes in monozygotic twins discordant for psoriasis: identification of 

epigenetically dysregulated genes. PLoS genetics 8, e1002454 (2012).
	17.	 Wang, Z., Curry, E. & Montana, G. Network-guided regression for detecting associations between DNA methylation and gene 

expression. Bioinformatics 30, 2693–2701 (2014).
	18.	 Meinshausen, N. & Bühlmann, P. Stability selection. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 72, 

417–473 (2010).
	19.	 Boyd, S., Parikh, N., Chu, E., Peleato, B. & Eckstein, J. Distributed Optimization and Statistical Learning via the Alternating 

Direction Method of Multipliers. Foundations & Trends in Machine Learning 3, 1–122 (2010).
	20.	 Donoho, D. L. De-noising by soft-thresholding. IEEE Transactions on Information Theory 41, 613–627 (1995).
	21.	 Chartrand, R. Nonconvex Splitting for Regularized Low-Rank + Sparse Decomposition. IEEE Transactions on Signal Processing 60, 

5810–5819 (2012).
	22.	 Lee, S., Kong, S. & Xing, E. P. A network-driven approach for genome-wide association mapping. Bioinformatics 32, i164–i173 

(2016).
	23.	 Abadi, M. et al. TensorFlow: Large-Scale Machine Learning on Heterogeneous Distributed Systems (2016).
	24.	 Network, T. C. G. A. Integrated genomic analyses of ovarian carcinoma. Nature 474 (2015).
	25.	 Zou, J., Lippert, C., Heckerman, D., Aryee, M. & Listgarten, J. Epigenome-wide association studies without the need for cell-type 

composition. Nature Methods 11, 309 (2014).
	26.	 Liberzon, A. et al. The Molecular Signatures Database (MSigDB) hallmark gene set collection. Cell Systems 1, 417 (2015).
	27.	 Mootha, V. K. et al. PGC-1alpha-responsive genes involved in oxidative phosphorylation are coordinately downregulated in human 

diabetes. Nature Genetics 34, 267–273 (2003).
	28.	 Fang, F. et al. The novel, small-molecule DNA methylation inhibitor SGI-110 as an ovarian cancer chemosensitizer. Clinical Cancer 

Research An Official Journal of the American Association for Cancer Research 20, 6504 (2014).

https://doi.org/10.1038/s41598-019-42010-6
https://github.com/nathanyl/NAMDD


1 5Scientific Reports |          (2019) 9:5601  | https://doi.org/10.1038/s41598-019-42010-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

	29.	 Teschendorff, A. E. et al. HOTAIR and its surrogate DNA methylation signature indicate carboplatin resistance in ovarian cancer. 
Genome Medicine 7, 108 (2015).

	30.	 Liu, L., Zhang, S. W., Huang, Y. & Meng, J. QNB: differential RNA methylation analysis for count-based small-sample sequencing 
data with a quad-negative binomial model. BMC bioinformatics 18, 387 (2017).

	31.	 Cui, X., Meng, J., Zhang, S., Chen, Y. & Huang, Y. A novel algorithm for calling mRNA m6A peaks by modeling biological variances 
in MeRIP-seq data. Bioinformatics 32, i378 (2016).

	32.	 Yong, Z. et al. Model-based Analysis of ChIP-Seq (MACS). Genome biology 9, 1–9 (2008).
	33.	 Cui, X. et al. MeTDiff: A Novel Differential RNA Methylation Analysis for MeRIP-Seq Data. IEEE/ACM Transactions on 

Computational Biology & Bioinformatics 15, 526 (2018).
	34.	 Cheng, K. W. et al. The RAB25 small GTPase determines aggressiveness of ovarian and breast cancers. Nature Medicine 10, 

1251–1256 (2004).
	35.	 Landen, C. N. et al. Overexpression of the Centrosomal Protein Aurora-A Kinase is Associated with Poor Prognosis in Epithelial 

Ovarian Cancer Patients. Clinical Cancer Research An Official Journal of the American Association for Cancer Research 13, 4098 
(2007).

	36.	 Naomi Nakayama, M. D. et al. Gene amplification CCNE1 is related to poor survival and potential therapeutic target in ovarian 
cancer. Cancer 116, 2621 (2010).

	37.	 Vaquerizas, J. M., Kummerfeld, S. K., Teichmann, S. A. & Luscombe, N. M. A census of human transcription factors: function, 
expression and evolution. Nature Reviews Genetics 10, 252 (2009).

	38.	 Consortium, T. F. & Center, R. O. S. An atlas of combinatorial transcriptional regulation in mouse and man. Cell 140, 744–752 
(2010).

	39.	 Li, Y. F. & Altman, R. B. Systematic target function annotation of human transcription factors. Bmc Biology 16, 4 (2018).
	40.	 Subramanian, A. et al. Gene set enrichment analysis: a knowledge-based approach for interpreting genome-wide expression profiles. 

Proceedings of the National Academy of Sciences 102, 15545–15550 (2005).
	41.	 Robinson, M. D., McCarthy, D. J. & Smyth, G. K. edgeR: a Bioconductor package for differential expression analysis of digital gene 

expression data. Bioinformatics 26, 139–140 (2010).
	42.	 Blanco, I. et al. Assessing associations between the AURKA-HMMR-TPX2-TUBG1 functional module and breast cancer risk in 

BRCA1/2 mutation carriers. Plos One 10, e0120020 (2015).
	43.	 Gevaert, O., Smet, F. D., Timmerman, D., Moreau, Y. & Moor, B. D. Predicting the prognosis of breast cancer by integrating clinical 

and microarray data with Bayesian networks. Bioinformatics 22, e184 (2006).
	44.	 Sotiriou, C. et al. Breast Cancer Classification and Prognosis Based on Gene Expression Profiles from a Population-Based Study. 

Proceedings of the National Academy of Sciences of the United States of America 100, 10393–10398 (2003).
	45.	 Zhu, L., Guo, W.-L., Deng, S.-P. & Huang, D.-S. ChIP-PIT: enhancing the analysis of ChIP-Seq data using convex-relaxed pair-wise 

interaction tensor decomposition. IEEE/ACM Transactions on Computational Biology and Bioinformatics 13, 55–63 (2016).
	46.	 Huang, D.-S. & Zheng, C.-H. Independent component analysis-based penalized discriminant method for tumor classification using 

gene expression data. Bioinformatics 22, 1855–1862 (2006).
	47.	 Rebhan, M., Chalifa-Caspi, V., Prilusky, J. & Lancet, D. GeneCards: a novel functional genomics compendium with automated data 

mining and query reformulation support. Bioinformatics 14, 656 (1998).
	48.	 Safran, M. et al. GeneCards Version 3: the human gene integrator. Database,2010,(2010-01-01 2010, baq020 (2010).
	49.	 Deng, S.-P., Zhu, L. & Huang, D.-S. Mining the bladder cancer-associated genes by an integrated strategy for the construction and 

analysis of differential co-expression networks. BMC genomics 16, S4 (2015).
	50.	 Naoki, O. & Ganapathiraju, M. K. Wiki-Pi: A Web-Server of Annotated Human Protein-Protein Interactions to Aid in Discovery of 

Protein Function. Plos One 7, e49029 (2012).
	51.	 Oláh, J. et al. Interactions of pathological hallmark proteins: tubulin polymerization promoting protein/p25, beta-amyloid, and 

alpha-synuclein. Journal of Biological Chemistry 286, 34088–34100 (2011).
	52.	 Zhu, L., Deng, S. P. & Huang, D. S. A Two-Stage Geometric Method for Pruning Unreliable Links in Protein-Protein Networks. IEEE 

Transactions on Nanobioscience 14, 528–534 (2015).
	53.	 Zhu, L., You, Z. H., Huang, D. S. & Wang, B. t-LSE: A Novel Robust Geometric Approach for Modeling Protein-Protein Interaction 

Networks. Plos One 8, e58368 (2013).
	54.	 Shen, Z. et al. miRNA-Disease Association Prediction with Collaborative Matrix Factorization. Complexity 2017 (2017).
	55.	 Koff, A. et al. Formation and activation of a cyclin E-cdk2 complex during the G1 phase of the human cell cycle. Science 257, 

1689–1694 (1992).
	56.	 Gerdes, J., Schwab, U., Lemke, H. & Stein, H. Production of a mouse monoclonal antibody reactive with a human nuclear antigen 

associated with cell proliferation. International Journal of Cancer 31, 13 (1983).
	57.	 Lin, L. et al. Identification and characterization of a 19q12 amplicon in esophageal adenocarcinomas reveals cyclin E as the best 

candidate gene for this amplicon. Cancer Research 60, 7021 (2000).
	58.	 Richter, J. et al. High-throughput tissue microarray analysis of cyclin E gene amplification and overexpression in urinary bladder 

cancer. American Journal of Pathology 157, 787 (2000).
	59.	 Deng, S.-P., Zhu, L. & Huang, D.-S. Predicting hub genes associated with cervical cancer through gene co-expression networks. 

IEEE/ACM Transactions on Computational Biology and Bioinformatics (TCBB) 13, 27–35 (2016).
	60.	 Akiyama, Y. et al. GATA-4 and GATA-5 Transcription Factor Genes and Potential Downstream Antitumor Target Genes Are 

Epigenetically Silenced in Colorectal and Gastric Cancer. Molecular & Cellular Biology 23, 8429 (2003).
	61.	 He, J., Smith, E. R. & Xu, X. X. Disabled-2 exerts its tumor suppressor activity by uncoupling c-Fos expression and MAP kinase 

activation. Journal of Biological Chemistry 276, 26814–26818 (2001).
	62.	 Huang, D.-S. et al. Prediction of protein-protein interactions based on protein-protein correlation using least squares regression. 

Current Protein and Peptide Science 15, 553–560 (2014).
	63.	 Aguda, B. D., del Rosario, R. C. & Chan, M. W. Oncogene-tumor suppressor gene feedback interactions and their control. 

Mathematical Biosciences & Engineering 12, 1277–1288 (2015).
	64.	 Jiang, Y., He, X. & Howe, P. H. Disabled-2 (Dab2) inhibits Wnt/β-catenin signalling by binding LRP6 and promoting its 

internalization through clathrin. Embo Journal 31, 2336–2349 (2012).
	65.	 Lei, B., Chai, W., Wang, Z. & Liu, R. Highly expressed UNC119 promotes hepatocellular carcinoma cell proliferation through Wnt/β-

catenin signaling and predicts a poor prognosis. American Journal of Cancer Research 5, 3123 (2015).
	66.	 Hamdan, R., Zhou, Z. & Kleinerman, E. S. Blocking SDF-1α/CXCR4 downregulates PDGF-B and inhibits bone marrow derived 

pericyte differentiation and tumor vascular expansion in Ewing’s tumors. Molecular Cancer Therapeutics 13, 483 (2013).
	67.	 Deng, S.-P. & Huang, D.-S. SFAPS: an R package for structure/function analysis of protein sequences based on informational 

spectrum method. Methods 69, 207–212 (2014).
	68.	 Schrader, A. J. et al. CXCR4/CXCL12 expression and signalling in kidney cancer. British Journal of Cancer 86, 1250 (2002).
	69.	 Teicher, B. A. & Fricker, S. P. CXCL12 (SDF-1)/CXCR4 pathway in cancer. Clinical Cancer Research An Official Journal of the 

American Association for Cancer Research 16, 2927 (2010).
	70.	 Nakamura, T., Saito, H. & Takekawa, M. SAPK pathways and p53 cooperatively regulate PLK4 activity and centrosome integrity 

under stress. Nature Communications 4, 1775 (2013).

https://doi.org/10.1038/s41598-019-42010-6


1 6Scientific Reports |          (2019) 9:5601  | https://doi.org/10.1038/s41598-019-42010-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

	71.	 Tsukada, S., Westwick, J. K., Ikejima, K., Sato, N. & Rippe, R. A. SMAD and p38 MAPK signaling pathways independently regulate 
alpha1(I) collagen gene expression in unstimulated and transforming growth factor-beta-stimulated hepatic stellate cells. Journal of 
Biological Chemistry 280, 10055 (2005).

	72.	 Wheler, J. J. et al. Anastrozole and everolimus in advanced gynecologic and breast malignancies: activity and molecular alterations 
in the PI3K/AKT/mTOR pathway. Oncotarget 5, 3029 (2014).

	73.	 Chen, S. S., Chang, P. C., Cheng, Y. W., Tang, F. M. & Lin, Y. S. Suppression of the STK15 oncogenic activity requires a transactivation-
independent p53 function. Embo Journal 21, 4491–4499 (2002).

	74.	 Hartwell, L. H. & Kastan, M. B. Cell cycle control and cancer. Science 266, 1821 (1994).
	75.	 Liu, Q. et al. Aurora-A abrogation of p53 DNA binding and transactivation activity by phosphorylation of serine 215. Journal of 

Biological Chemistry 279, 52175–52182 (2004).
	76.	 Marumoto, T. et al. Roles of aurora-A kinase in mitotic entry and G2 checkpoint in mammalian cells. Genes to Cells 7, 1173 (2002).
	77.	 Gritsko, T. M. et al. Activation and overexpression of centrosome kinase BTAK/Aurora-A in human ovarian cancer. Clinical Cancer 

Research An Official Journal of the American Association for Cancer Research 9, 1420–1426 (2003).
	78.	 Kim, H. et al. The retinoic acid synthesis gene ALDH1a2 is a candidate tumor suppressor in prostate cancer. Cancer Research 65, 

8118–8124 (2005).
	79.	 Gudas, L. J. Retinoids, retinoid-responsive genes, cell differentiation, and cancer. Cell Growth & Differentiation the Molecular Biology 

Journal of the American Association for Cancer Research 3, 655–662 (1992).
	80.	 Decensi, A. et al. Long-Term Effects of Fenretinide, a Retinoic Acid Derivative, on the Insulin-like Growth Factor System in Women 

with Early Breast Cancer. Cancer epidemiology, biomarkers & prevention: a publication of the American Association for Cancer 
Research, cosponsored by the American Society of Preventive Oncology 10, 1047 (2001).

	81.	 Jiaqi, H. et al. Altered expression of insulin receptor isoforms in breast cancer. Plos One 6, e26177 (2011).
	82.	 Zheng, C.-H., Huang, D.-S., Zhang, L. & Kong, X.-Z. Tumor clustering using nonnegative matrix factorization with gene selection. 

IEEE Transactions on Information Technology in Biomedicine 13, 599–607 (2009).
	83.	 Liu, Z. et al. Ubiquitylation of Autophagy Receptor Optineurin by HACE1 Activates Selective Autophagy for Tumor Suppression. 

Cancer Cell 26, 106 (2014).
	84.	 Brown, G. R. et al. Gene: a gene-centered information resource at NCBI. Nucleic acids research 43, 36–42 (2015).
	85.	 Xue, H. et al. A CRE that binds CREB and contributes to PKA-dependent regulation of the proximal promoter of human RAB25 

gene. International Journal of Biochemistry & Cell Biology 43, 348–357 (2011).
	86.	 Chalasani, M. L., Kumari, A., Radha, V. & Swarup, G. E50K-OPTN-induced retinal cell death involves the Rab GTPase-activating 

protein, TBC1D17 mediated block in autophagy. Plos One 9, e95758 (2014).

Acknowledgements
This work is partly supported by National Natural Science Foundation of China (Grant Nos 61732012, 
61520106006, 61861146002, 61672382, 61772370, 61702371, 61532008, U1611265, 61572447, and 61672203) 
and China Postdoctoral Science Foundation (Grant No. 2017M611619), and supported by the Scientific & 
Technological Base and Talent Special Program of the Guangxi Zhuang Autonomous Region, GuiKe AD18126015 
and by “BAGUI Scholar” Program of Guangxi Province of China.

Author Contributions
L.Y. conceived the method. L.Y. and D.S.H. designed the method. L.Y. conducted the experiments and wrote the 
main manuscript text. All authors reviewed the manuscript.

Additional Information
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-019-42010-6.
Competing Interests: The authors declare no competing interests.
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2019

https://doi.org/10.1038/s41598-019-42010-6
https://doi.org/10.1038/s41598-019-42010-6
http://creativecommons.org/licenses/by/4.0/

	A Network-guided Association Mapping Approach from DNA Methylation to Disease

	Methods

	Discovering paths in an association network. 
	Calculating the edge score under stability selection. 
	Using a path search algorithm to detect important path associations. 
	A screening strategy based on NAMDD. 
	Synthetic datasets and ovarian cancer data. 
	True-signatures test. 
	Sample exchange test. 
	Estimating significance of paths. 

	Results

	Performance comparison on synthetic data. 
	Performance comparison on ovarian cancer data. 
	Application to ovarian cancer data. 
	Significant analysis of DNA methylation sites and gene in independent data. 


	Discussion

	Path associations containing CCNE1. 
	Path associations containing AURKA. 
	Path associations containing RAB25. 

	Acknowledgements

	Figure 1 An association network for ovarian cancer identified by NAMDD.
	Figure 2 Plots for the function g in Eq.
	Algorithm 1 NcADMM algorithm for sparsity with group sparsity.
	Algorithm 2 NAMDD under stability selection.
	Figure 3 ROCs of NAMDD, NsRRR-Logisitc and PCLOGIT in 150 methylation sites-10 genes true associations simulation datasets.
	Figure 4 ROCs of NAMDD, NsRRR-Logisitc and PCLOGIT in 300 methylation sites-30 genes true associations simulation datasets.
	Figure 5 The boxplots of the AUCs for NAMDD, NsRRR-Logistic and PCLOGIT with different sample sizes.
	Figure 6 The boxplots of the AUCs for NAMDD, NsRRR-Logistic and PCLOGIT with different sample sizes.
	Figure 7 Comparison of three methods on ovarian cancer data experiment with true-signatures test.
	Figure 8 Hypothetical pathway for the path association involving cg20822628 (close to GATA5), CCNE1 and OC.
	Table 1 Top 22 path associations found by NAMDD in the OC data related to CCNE1, AURKA and RAB25 genes.
	Table 2 The Student's t-test P-values and T-scores of DNA methylation sites from 22paths.
	Table 3 The Student’s t test and Wilcoxon rank sum test for genes from 22 paths.




