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ARTICLE INFO ABSTRACT
Keywords: People spend approximately one-third of their lives in sleep, but more and more people are
Sleep posture detection suffering from sleep disorders. Sleep posture is closely related to sleep quality, so related detec-
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Feature extraction
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tion is very significant. In our previous work, a smart flexible sleep monitoring belt with MEMS
triaxial accelerometer and pressure sensor has been developed to detect the vital signs, snore
events and sleep stages. However, the method for sleep posture detection has not been studied.
Therefore, to achieve high performance, low cost and comfortable experience, this paper proposes
a smart detection method for sleep posture based on a flexible sleep monitoring belt and vital sign
signals measured by a MEMS Inertial Measurement Unit (IMU). Statistical analysis and wavelet
packet transform are applied for the feature extraction of the vital sign signals. Then the algo-
rithm of recursive feature elimination with cross-validation is introduced to further extract the
key features. Besides, machine learning models with 10-fold cross validation process, such as
decision tree, random forest, support vector machine, extreme gradient boosting and adaptive
boosting, were adopted to recognize the sleep posture. 15 subjects were recruited to participate
the experiment. Experimental results demonstrate that the detection accuracy of the random
forest algorithm is the highest among the five machine learning models, which reaches 96.02 %.
Therefore, the proposed sleep posture detection method based on the flexible sleep monitoring
belt is feasible and effective.

1. Introduction

In recent years, there has been a noticeable increase of sleep disorders among individuals, leading to a decline in sleep quality and
consequent feelings of restlessness and anxiety [1,2]. Sleep posture influencing sleep quality has been widely acknowledged. Specific
sleeping behaviors may give rise to various health complications, such as pressure ulcers [3], restless leg syndrome and periodic leg
movements [4]. Therefore, to make a correct diagnosis, it is necessary to use motion capture technique to monitor the sleep posture.
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Considering that sleep quality has close association with sleep posture, more and more research institutes pay attention to the relevant
detection techniques. Nowadays, wearable and non-wearable sleep posture detection methods have been proposed.

Polysomnography (PSG) is widely used as the gold standard for evaluating sleep quality [5,6]. It is utilized to evaluate insomnia
and abnormal physical activity during sleep. Although it is the most accurate method for sleep analysis, it requires subjects to wear
multiple sensors in specific positions, which makes the user intrusive and uncomfortable. Hence, there is a need to explore the
non-intrusive detection methods. Seismocardiography (SCG) and Gyrocardigraphy (GCG) measure the local vibration induced by the
heartbeat [7,8], and an accelerometer or a gyroscope should be worn in front of the chest [9,10]. Forcecardiography (FCG) is a new
technique for measuring local vibrations caused by the heartbeat on the chest wall, and a force sensitive resistor (FSR) sensor should be
mounted in front of the chest [11]. Inertial Measurement Unit (IMU), including triaxial accelerometers, and gyroscopes, can be used to
detect the sleep posture, since the accelerations and angular velocities caused by heartbeat and respiration vary with the sleep posture
[12]. As a result, MEMS (MicroElectroMechanical System) IMU can be embedded in wristbands or chest straps for sleep posture
detection [13-15]. Although these detection techniques are effective, wearable devices may make the user uncomfortable, and they
need to be charged frequently.

In addition, some non-wearable devices can be also applied for sleep posture detection. The smart mattress can be used to recognize
the sleep posture with the pressure signals measured by the pressure sensors [16-20]. For illustrating the pressure map, more pressure
sensors are essential, resulting in the high cost. Camera-based methods, such as optical [21,22], thermal [23] and depth cameras [24,
25], can be utilized for sleep posture detection. The detection accuracy of optical camera is very high, but it may induce privacy issues
since the body of the subject is clearly visible [21,22,26-28]. The detection accuracy of thermal camera is very high since it can work
under the condition of varying illumination [23] but the cost is very high. Depth camera recognizes the sleep posture based on the
outline of the body, and it can protect privacy and work well even in the absence of visible light at night [24,25]. Its accuracy is high,
but the cost is also high. Moreover, the installation of each camera is very complex since it should be aimed at the bed and not
obstructed [22-29]. Radio frequency (RF) sensors, such as single-tone continuous Frequency Modulated Continuous Wave (FMCW),
ultra-wideband (UWB), and millimeter-wave radar sensors, are also suitable for monitoring sleep posture and vital signs [30-32].
These sensors generally offer high detection accuracy but can be susceptible to interference when multiple people are present in the
same area.

Ballistocardiography (BCG) measures the whole body recoil or ballistic forces generated by the heartbeat [7], and the sensor is
placed between the mattress and the chest. It does not require wearing the product on the chest, so this scheme is widely popular, and
some relevant studies have been reported in recent years. BCG scheme is mainly based on flexible thin-film sensors. Sensors made of
flexible and thin-film materials can generate electrical signals when subjected to mechanical deformation. PolyVinyliDeneFluoride
(PVDF) films and electromechanical films (EMF) [33]are commonly used materials for detecting heart rate, respiration rate and sleep
movement. The products fabricated with the flexible thin-film sensors exhibit high sensitivity [34-36], thus these sensors have
immense potential for health monitoring. In our previous work, a smart flexible sleep monitoring belt with MEMS triaxial acceler-
ometer and pressure sensor has been developed to detect the vital signs, snore events and sleep stages [37]. However, the method for
sleep posture detection has not been studied. Hence, to achieve high performance, low cost and comfortable experience, this paper will
propose a smart detection method for sleep posture based on a flexible sleep monitoring belt and vital sign signals. In addition, in our
previous work, a second-order low-pass filter has been applied to separate the heartbeat signal and respiration signal. However, this
separation method is not the best, which can be replaced by Wavelet Packet Transform (WPT) algorithm.

On the other hand, sleep posture algorithm is also very important. Recently, machine learning and deep learning are widely used in
sleep posture recognition. According to the reported papers, there are two main classifiers, namely image-based classifier and vital
signs [38,39] based classifier. For image-based classifier, image data obtained by optical, thermal, depth or pressure sensor are fed into
this classifier to identify the sleep posture. Support vector machine (SVM), ResNet, Convolutional Neural Networks (CNN), Hidden
Markov Model (HMM) are adopted for feature extraction and sleep posture recognition, and the detection accuracy ranges from 83.0 %
to 99.8 % [16,17,19,40,41]. The detection accuracies of some image-based classifiers are very high, especially for deep learning
models, but their implementations are costly and difficult to be realized in the edge processors. For vital signs based classifier, vital sign
signals acquired by MEMS IMU, ElectroCardioGraphy (ECG), BCG, SCG or GCG device are fed into this classifier to identify the sleep
posture. After pre-processing of the vital sign signals, K-nearest neighbor (KNN), Naive Bayes (NB), Decision Tree (DT), ExtraTree (ET),
K-means clustering, Swin Transformer (ST), SVM, CNN are adopted for feature extraction and sleep posture recognition, and the
detection accuracy ranges from 80.8 % to 99.67 % [32,42-46]. The detection accuracies of some vital signs based classifiers are very
high, especially for machine learning models. Therefore, in order to implement sleep posture recognition algorithms in low-cost edge
processors, this work will adopt machine learning model. Meanwhile, the features of the vital sign signals are extracted and used as the
inputs of the model.

Therefore, for achieving high performance, low cost, and comfortable experience, the goal of this work is to recognize the sleep
posture based on the vital sign signals detected by the sleep monitoring belt. Besides, multiple machine learning algorithms, such as
DT, Random Forest (RF), SVM, Extreme Gradient Boosting (XGBoost) and Adaptive Boosting (AdaBoost), will be applied for recog-
nition and comparison. Finally, Recursive Feature Elimination with Cross-Validation (RFECV) algorithm will be introduced to screen
the key features to advance the detection accuracy.
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2. Materials and methods
2.1. System design

The flexible sleep monitoring belt has been developed in our previous work [37], as shown in Fig. 1. It mainly consists of a Digital
Signal Processor (DSP) circuit and a flexible sensor film. The DSP circuit mainly includes the power supply subsystem, processor
subsystem and sensor subsystem. The flexible Polyethylene Terephthalate (PET) film inside the belt consists of a pressure sensor array
and a MEMS IMU that mounted on a Flexible Printed Circuit (FPC). The MEMS IMU (ISM330DLC, powered by STMicroelectronics NV,
Paris, France) is applied to acquire the weak vibration signals, such as triaxial accelerations and angular velocities induced by
heartbeat and respiration. Besides, the body movement can be also detected by the IMU. These signals vary with the sleep posture,
hence the sleep posture can be recognized with the vibration signals. Additionally, the pressure sensor array is applied to detect the
in-and-out-of-bed state of the user. The structure and operational principle of the pressure sensor unit are depicted in Fig. 2. The
threshold of the pressure sensor unit is set as 20gf, which can filter the interferences induced by some quilts and mats. If the force
exerted to the button exceeds 20gf, the pressure switch is activated (On); otherwise, it remains deactivated (off). Hence, based on the
outputs of this pressure sensor array and the vital signs, it is easy to judge whether there is a person lying on the bed. Only if someone is
lying on the bed will the sleep posture detection be enabled. Finally, an ARM processor (powered by STMicroelectronics NV, Paris,
France) is chosen as the core Microprogrammed Control Unit (MCU) to implement the core algorithms for sleep posture detection.

Based on the smart flexible sleep monitoring belt, the experimental platform is set up, as shown in Fig. 3. The platform is composed
of three parts (Data Acquisition, Data Preprocessing and Sleep Posture Classification). In the first part, the smart sleep monitoring belt
is used to collect the raw signals. The flexible belt is fixed on the mattress and under the bed sheet. Since the belt is as thin as 1.5 mm,
the user lying on the bed can not feel its presence. In the second part, the raw signals are preprocessed and the features of the time
domain and frequency domain are extracted. In the third part, these extracted features are used as the inputs of the machine learning
models for sleep posture classification.

2.2. Subject recruitment and data collection

All recruited participants received the oral and written descriptions of the experiment before starting the experiment, signed
informed consent forms, and obtained approval from the institutional review committee (reference number: GDUTXS2023220). The
inclusion criterion included healthy adults aged over 18. In this study, 15 young adults (5 females and 10 males) were recruited.
Exclusion criterion included somebody who suffered from serious illnesses or had difficulty in maintaining or switching specific
postures on the bed. During the experimental tests, the subjects lied on the bed with the flexible belt under the chest, as shown in Fig. 4.
They were required to lie on the bed with four different postures, in the order of (1) supine posture, (2) right latericumbent posture, (3)
left latericumbent posture, and (4) prone posture. For each posture, the relevant data were acquired for 15 min. That is, 60 min of data
collection were conducted for each subject separately. Simultaneously, these data were labeled manually and saved for the further
analysis.

Flexible sleep monitoring belt
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Fig. 1. Photograph of a smart flexible sleep monitoring belt.
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Fig. 2. Structure and operation principle of a pressure sensor unit.
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Fig. 3. Experimental platform for sleep posture recognition with the smart flexible belt.

2.3. Data Preprocessing method

Here, we take x-axis accelerometer as an example. The outputs of the x-axis accelerometer at the four sleep postures are illustrated
in Fig. 5. Since the raw signals contain the information of body movement, heartbeat, respiration and measurement noise, it is difficult
to accurately recognize the sleep posture based on the raw data. In order to advance the detection accuracy, heartbeat signal and
respiration signal, instead of body movement signal and measurement noise, should be extracted and separated. Given that body
movement may affect the sleep posture detection, hence only if there is no body movement will the sleep posture detection be enabled.
The breathing frequency is generally between 0.0625-0.5Hz, and the heartbeat frequency is generally between 0.5-2.0Hz [38,39].
Considering that it is hard to accurately separated the heartbeat signal and respiration signal from the raw signal with a second-order
low-pass filter, here WPT algorithm is adopted, and the structure diagram of the 10-level WPT decomposition is shown in Fig. 6.

In this paper, the sampling frequency (f;) of the sleep monitoring belt is set to 128Hz. Thus, as shown in Fig. 6, the reconstructed
signal SO of the node al0 at the 10th level stands for the baseline in the frequency band of 0-0.0625Hz. Here, 0.0625 = 128,/2010+D,
The baseline describes the bias drift of the raw signal. In addition, the reconstructed signal S1 of the node a7 at the 7th level stands for
the envelop in the frequency band of 0-0.5Hz. Here, 0.5 = 128/27"1, The envelop includes the signals of the bias drift and respiration.
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Fig. 4. Four main sleep postures are detected in this work.
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Fig. 5. Outputs of the x-axis accelerometer in the four sleep postures.
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Fig. 6. Structure diagram of the 10-level WPT decomposition.

Therefore, the respiration signal can be separated, which equals to SI minus SO. Likewise, the reconstructed signal S2 of the node d7
represents the signal in the frequency band of 0.5 ~ 1Hz, and the reconstructed signal S3 of the node d6 represents the signal in the
frequency band of 1 ~ 2Hz. Thus the heartbeat signal can be separated, which equals to S2 plus S3. Thus, the bias drift signal (i.e.
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baseline) can be separated from the raw signal, as shown in Fig. 7a. Similarly, the envelope signal, heartbeat signal and respiration
signal can be separated by WPT processing, as shown in Figs. 7b-8a and 8b, respectively.

2.4. Feature extraction method

After WPT processing, the time-domain heartbeat signals of ax, ay, az, am, wx, wy, ®z, ®m corresponding to the four sleep postures
can be obtained, as shown in Fig. 9a ax, ay, az and am represent the acceleration signals of x-axis, y-axis, z-axis and the modulus,
respectively. wx, wy, wz and wm represent the angular velocity signals of x-axis, y-axis, z-axis and the modulus, respectively. In order to
obtain more features, Fast Fourier Transform (FFT) processing is necessary. After FFT processing for the time-domain signals, the
frequency-domain heartbeat signals of ax, ay, az, am, wx, wy, wz, ®m corresponding to the four sleep postures are yielded, as depicted
in Fig. 9b. Similarity, the time-domain and frequency-domain respiration signals of ax, ay, az, am, wx, wy, @z, om corresponding to the
four sleep postures can be obtained, as illustrated in Fig. 9c and d. Obviously, in Fig. 9, the signals within 100s corresponding to the
four sleep postures are a little different, so the sleep posture detection can be achieved based on the subtle changes in these signals.

In general, the data in a 5s window contains at least one respiration and five heartbeat, thus during data processing, the window (i.
e. framing) size is set to 5s. The time-domain heartbeat signals of ax corresponding to the four sleep postures within 5s are illustrated in
Fig. 10a, while the time-domain respiration signals of ax corresponding to the four sleep postures within 5s are illustrated in Fig. 10b.
Likewise, the frequency-domain heartbeat and respiration signals of ax corresponding to the four sleep postures within 5s can be
obtained as Fig. 10c and d, respectively.

As shown in Fig. 10a, the amplitudes of the four heartbeat signals are different, thus the central tendencies and variabilities of the
signals should be also different [47]. Therefore, features such as maximum, minimum, and mean can be calculated and applied to
distinguish the postures. Besides, Fig. 10c figures out that the frequency domain characteristics of different heartbeat signals within 5s
are obviously different, so the frequency domain energies of the signals can be also calculated and used as the features. Likewise,
similar conclusions can be drawn regarding respiration signals, as shown in Fig. 10b and d. Hence, the main features can be defined as
follows:

Assume that x is the data vector sampled within 5s, and N is the size of x. f is the data vector corresponding to peak or valley value
within 5s, and M is the size of f. Here, the peak and valley points can be quickly identified based on second-order derivatives. PV is the
variance defined as (1).

ey (f(i) ) <x<i>)> W

The maximum value (MAX), minimum value (MIN), mean value (MEAN), standard deviation (STD), kurtosis (KUR) and covariance
(COV) are defined as (2).
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Fig. 7. (a) Raw signal and the bias drift signal; (b) Envelope signal is separated by WPT processing.



C. He et al.

a
0.02 : : ‘ ‘
NA
k4
g
=
=
Rt
®
B
)
g -0.01 1
<
<
-0.02 1
0 20 40 60 80
Time (s)

100

=

0.02

Heliyon 10 (2024) 31839

& 0.01
£
N
s
=0
]
o
D
ol
>3
Z-0.01

-0.02

20 40 60 80
Time (s)

100

Fig. 8. (a) Heartbeat signal is separated by WPT processing; (b) Respiration signal is separated by WPT processing.

|—Right Latericumbent Posture —— Left Latericumbent Posture — Supine Posture — Prone Posture]

a ay az am wx wy 0z
-3 —_
& 2 10 2 005 0.01
2 g
E ~
= i3
= £
2 0 H 0
£ 2
3 -0.005 = -0.005
g =
2 -0.01 -0.01 &-0. -0.01
0 50 00 0 50 00 0 50 00 2 00 0 50
Time (s) . = Time (s)
b ax aj az ani OX (013 (24 oni
-4 -4 -3 -3 -3 -3
3 x10 3 X10 | X10 | X10 x 10 0% : x10 o5
] 6
B 2 2 2 0.01 0.01
£ El
E‘ 0.5 0.5 £ 4 05
1 1 | = 0.005 0.005
< g 2
<
0 ~ ~ . 0 — 0 - 0
102 10° 10?7 10° 10 107 10 10?107 10° 10 107 10 102
Frequency (Hz)
C 3 oy
~ Pl @ 0.01
L s 3
E £ 0.005
- g
£ ° E N
£ S
= " -0.005 |
o]
g -5 =
-0.01
< 50 00 5“ 50 100
Time (s) Time (s)
d ax ay az am wx wy wz wm
-3 3 -3 -3 3
X10 x10 X100 x10 x10
3 15 15 0.015 15
. 0.02 0.02
0.015
'§ 1 1 §0~015 0.01 1
= 05 = 001 0.01
= [ 0.5 05 = 0.005 0.5
g2 kL Eo.0s \ 0.005} /\|
0 0 0 0 0 0 0
10?10’ 10?107 10° 100 107 10° 100 107 10° 102 107 10 100 107 10° 100 107 10° 10?2 107 10 10
Frequency (Hz) Frequency (Hz)

Fig. 9. (a) Time-domain heartbeat signals of ax, ay, az, am, wx, wy, wz, m corresponding to the four sleep postures; (b) Frequency-domain
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am, wx, wy, wz, om corresponding to the four sleep postures; (d) Frequency-domain respiration signals of ax, ay, az, am, wx, wy, ®wz, wm corre-
sponding to the four sleep postures.
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(d) Frequency-domain respiration signals of ax corresponding to the four sleep postures within 5s.

Table 1

Feature extraction with the heartbeat and respiration signals of ax, ay, az, am, wx, wy, vz and wm.
Feature Processing object
PV Heartbeat or respiration signals of ax, ay, az, am, wx, wy, @z, om
MAX Heartbeat or respiration signals of ax, ay, az, am, wx, oy, z, om
MIN Heartbeat or respiration signals of ax, ay, az, am, wx, wy, wz, om
MAX-MIN Heartbeat or respiration signals of ax, ay, az, am, wx, oy, @z, om
MEAN Heartbeat or respiration signals of ax, ay, az, am, wx, oy, z, om
STD Heartbeat or respiration signals of ax, ay, az, am, wx, wy, wz, om
KUR Heartbeat or respiration signals of ax, ay, az, am, wx, oy, @z, om
Energy Heartbeat or respiration signals of ax, ay, az, am, wx, oy, @z, om
COV (ax, ay) Heartbeat or respiration signals of ax, ay
COV (ax, az) Heartbeat or respiration signals of ax, az
COV (ay, az) Heartbeat or respiration signals of ay, az
COV (wx, wy) Heartbeat or respiration signals of wx, wy
COV (wx, wz) Heartbeat or respiration signals of wx, wz
COV (wy, wz) Heartbeat or respiration signals of wy, wz
COV (ax, ax) Heartbeat signal of ax and respiration signal of ax
COV (ay, ay) Heartbeat signal of ay and respiration signal of ay
COV (az, az) Heartbeat signal of az and respiration signal of az
COV (wx, wx) Heartbeat signal of wx and respiration signal of wx
COV (wy, wy) Heartbeat signal of wy and respiration signal of wy
COV (wz, wz) Heartbeat signal of wz and respiration signal of wz
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N
Energy = ZFX(k)Z, )
pa}

Where y is another data vector sampled within 5s. FX is the data vector obtained by the FFT processing of x. Energy is the frequency-
domain energy of the framing signal. Thus, the main features can be extracted for sleep posture recognition with the heartbeat and
respiration signals of ax, ay, az, am, wx, oy, wz and wm, as shown in Table 1.

2.5. Sleep posture classification method

In this paper, five machine learning algorithms, such as DT, RF, SVM, XGBoost and AdaBoost, are adopted to classify different sleep
postures, their brief descriptions are as follows.

(1) DT algorithm is capable of efficiently dividing the data in a short time, making it suitable for multiclassification problems. In the
DT model, the leaf nodes represent the final decision results.

(2) RF algorithm is a classifier that utilizes multiple decision trees to train and predict samples. It takes advantage of the collective
prediction of multiple decision trees to enhance prediction accuracy.

(3) SVM algorithm maps the data to a multidimensional space using a kernel function, enabling the identification of a hyperplane
that better separates the samples. The data’s geometric properties are used to improve the performance.

(4) XGBoost algorithm is commonly used for regression and classification tasks. It builds upon the gradient-enhanced DT algorithm
and combines different decision trees to make predictions, effectively boosting its predictive power.

(5) AdaBoost algorithm is an ensemble machine learning method that combines weak learners to form a strong learner. During
training, it adaptively adjusts the weak learners by maintaining a collection of weights.

For machine learning, the total sample size is 10800. The sizes of the training set, validation set and test set are 8836, 982 and 982,
respectively. The training set and verification set are used for 10-fold cross-validation, and the data size is 9818. The test set is used to
validate the accuracy of the model after cross validation.

The hyperparameters for these machine learning models are optimized and listed in Table 2. Where, N_estimators is the number of
decision trees in the forest, Max_depth is the maximum number of levels in each decision tree, C is the penalty factor, and Learning rate
is the learning rate. The selection of appropriate hyperparameters is crucial in achieving accurate and reliable classification.

2.6. Recursive feature elimination with cross-validation

RFECYV algorithm is a wrapper feature selection method that uses a machine learning algorithm to screen the most key features for
sleep posture detection. To ensure its robustness, it combines recursive feature elimination and cross-validation to determine the
optimal number of features to maximize model performance [48]. It uses a classification machine learning model to score each feature
and iteratively eliminate features that cannot improve classification accuracy. This algorithm starts with a complete feature set and
gradually removes the features that do not contribute to classification accuracy, ultimately identifying the most effective feature
subset. Owing to the merits, in this work, RFECV algorithm is introduced to screen the main features. The implementation of RFECV
algorithm uses a random forest classification model as an estimator, with cross-validation multiple equals to 10, and StratifiedKFold as

Table 2
Hyperparameters are optimized for different models.
Model Hyperparameter Search Space Search Interval
DT Max_depth 1-30 1
RF N_estimators 1-60 1
SVM C 0.1-3.5 0.2
XGBoost N_estimators, Max_depth N_estimators: 2 - 80 N_estimators: 2
Max _depth: 1 - 30 Max_depth: 1
AdaBoost N_estimators, Learning rate N_estimators: 2 -100 N_estimators: 2
Learning rate: 0.02-0.5 Learning rate: 0.02
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the splitting strategy.

2.7. Evaluation indexes

In order to evaluate the performances of these detection methods, evaluation indexes, such as precision (PR), recall (RE), F1-Score
(F1-Score), and detection accuracy (ACC), are adopted and defined as (3).

P
PR=——
TP + FP’
P
RE*TP—}-FN’
2 x RE x PR
F, —Score==-""""2
1T OCOTe="PETPR
TP + TN
ACC=— N 3)

TP+ TN +FP + FN’

Where TP stands for the number of true positives, FP stands for the number of false positives, TN stands for the number of true
negatives, and FN stands for the number of false negatives. Therefore, these four parameters are the most important performance
indexes.
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Fig. 11. Accuracy curves of different machine learning models with different hyperparameters: (a) DT; (b) RF; (¢) SVM; (d) XGBoost; (e) AdaBoost.
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3. Results
3.1. Hyperparameter tuning result

After hyperparameter tuning using 10-fold cross-validation, the accuracy curves of different machine learning models with
different hyperparameters are illustrated in Fig. 11a-e. Based on these curves, the optimal values of the hyperparameters can be
confirmed. The hyperparameter is determined when the corresponding accuracy reaches maximum. According to this principle and
Fig. 11, Max_depth of the DT model is set to 15. N_estimators of the RF model is set to 50. C of the SVM model is set to 3. N_estimators and
Max_depth of the XGBoost model are set to 50 and 15, respectively. N_estimators and Learning rate of the AdaBoost model are set to 80
and 0.4, respectively (see Fig. 12).

3.2. Classification result before RFECV processing

The confusion matrices of the classification results of the five algorithms on the test set are shown in Fig. 12a-e, the labels 0, 1, 2,
and 3 represent four sleep postures: supine posture, right latericumbent posture, left latericumbent posture, and prone posture,
respectively. Elements of the confusion matrices for evaluating the five models’ performances are listed in Table 3. Evaluation indexes
of the five classification models are listed in Table 4. It indicates that RF model stands out with the highest performance, exhibiting
accuracy, recall rate, and Fl-score all exceeding 90 %. Specifically, RF model achieves an accuracy of 95.65 %. Following closely
behind, DT model also performs commendably, with an accuracy of 91.44 %. As for the remaining three models, they all exhibit
accuracies exceeding 80 %. In order to further advance the performance indexes, RFECV processing are adopted.

3.3. Classification result after RFECV processing

The RFECV experiment consists of two stages. In the first stage, RFECV combined with the RF model is trained and tested using all
original 146 features. The goal is to determine the optimal feature set for the four-classification task of sleep posture detection. In the
second stage, the features selected from the first stage are used to train and test the above five machine learning classifiers.

Fig. 13a shows the ranking of the most important 40 features. It figures out that among the top ranked features, heartbeat-related
features, instead of the respiration-related features, account for the majority. Fig. 13b illustrates the relationship between classification
score and the number of selected features using RFECV processing. It indicates that the number of features achieving the highest
classification score is 40. Therefore, the number of original features can be reduced from 146 to 40, which makes the model simpler
and easier to be realized.

Table 5 illustrates the evaluation indexes of the five classification models after RFECV processing. The comparison of the accuracies
of the five classification models without and with RFECV processing is shown in Fig. 14. It shows that except for AdaBoost, other
models achieve better performance with RFECV processing. It means that these screened 40 features can represent the most important
information required for high-accurate classification, and data dimensionality can be effectively reduced without sacrificing the
detection accuracy. After RFECV processing, the accuracy of the RF model is still the highest, which is improved to 96.02 %. By
comparison, the RF model, rather than other models, is the best choice for sleep posture detection.

4. Discussion
4.1. Performance comparison

The performance comparison between the proposed method and the related work has been summarized in Table 6. It figures out
that most of the related works focus on the automatic detection of the four sleep postures (i.e. supine pose, right latericubent pose, left
latericubent pose, and prone pose), because the detection results have more practical value. Hence, this work also focuses on these four
sleep postures detection, and in the future, more sleep postures detection will be conducted. The majority of the related studies have a
sample size of over ten people, so the sample size of this work is set to 15. In terms of hardware, the cost of this work is lower than most
of those of the related studies. Moreover, the flexible sleep monitoring belt is a non-wearable electronic product, which is portable,
non-invasive and has no privacy issue. In terms of installation method, the installation of this work is simpler compared to the other
work. In terms of detection accuracy, although the accuracies of the wearable electronic products are a litter higher than that of this
work, it may make the users uncomfortable, and most users are unwilling to wear any electronic devices while sleeping.

4.2. Limitations and future work

The number of the subjects in this experiment is relatively small, mainly young people, with a slight gender imbalance, which may
affect the generalization ability of the model. Specifically, the sleep habits of the elderly may be different from those of the young, and
the sleep habits of men may be different from those of women, all of which challenge the performance of the model in this work.
Therefore, in the future, we will recruit more subjects of different age, and keep the gender balance to ensure the external effectiveness.
On the other hand, supine posture, right latericubent posture, left latericubent posture and prone posture are the four most common
postures that provide a good basis for diagnosing sleep disorders. At present, the detection accuracy of these four sleep postures is very
high. However, detection for four sleep postures is not enough. In the future, we will try to detect more sleep postures.
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Fig. 12. Classification results of different algorithms, with 0, 1, 2, and 3 in the confusion matrix representing supine posture, right latericumbent
posture, left latericumbent posture, and prone posture, respectively. (a) DT; (b) RF; (c) SVM; (d) XGBoost; (e) AdaBoost.

Table 3
Elements of the confusion matrices for evaluating the five models’ performances.
Model TP TN FP FN
DT 223.75 763.75 46.25 46.25
RF 246.50 786.50 23.50 23.50
SVM 176.0 716.0 94.00 94.00
XGBoost 213.75 753.75 56.25 56.25
AdaBoost 162.75 162.75 107.25 107.25
Table 4
Evaluation indexes of the five classification models before RFECV processing.
Model Precision Recall F1-Score Accuracy
DT 83.09 % 82.86 % 82.95 % 91.44 %
RF 91.50 % 91.25 % 91.35% 95.65 %
SVM 65.26 % 65.19 % 65.12 % 82.59 %
XGBoost 82.25 % 79.26 % 79.58 % 89.58 %
AdaBoost 60.90 % 60.30 % 60.17 % 80.14 %

5. Conclusion

In this paper, a smart detection method for sleep posture based on a flexible sleep monitoring belt is proposed. The feature
extraction method and five machine learning models have been described in detail. RFECV algorithm is introduced to further extract
the key features. Experimental results demonstrate that the detection accuracy of the random forest algorithm is the highest among the
five machine learning models, which reaches 96.02 %. Therefore, the proposed sleep posture detection method based on the flexible

sleep monitoring belt is feasible and effective. In the future, more subjects of different age will be recruited and tested to further
validate the effectiveness of the proposed detection method.

Data availability statement

The authors do not have permission to share data.
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Fig. 13. (a) Ranking of the most important 40 features; (b) Relationship between classification score and the number of selected features using
RFECV processing.

Table 5

Evaluation indexes of the five classification models after RFECV processing.
Model Precision Recall F1-Score Accuracy
DT 83.27 % 83.15% 83.17 % 91.57 %
RF 92.12 % 92.06 % 92.07 % 96.02 %
SVM 67.02 % 67.04 % 66.99 % 83.56 %
XGBoost 83.66 % 81.47 % 81.57 % 90.65 %
AdaBoost 59.39 % 58.84 % 58.75 % 79.44 %

[EE without RFECV processing EEwith RFECV processing
T T T

95.65'96.02
ool L4 o157 9,58 9065 ]
82.59 83.56

80 -

70
)
S 60t
z
@ S0+
o]
g
g af
<«

30

20

10+

0
RF SVM XGBoost AdaBoost
Model

Fig. 14. Comparison of the accuracies of the five classification models without and with RFECV processing.
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Table 6

Performance comparison between the proposed method and the related work.
Source Hardware Installation method Classifier Sample size The number of sleep postures Accuracy
[40] A thermopile array sensor On the ceiling and bedside SVM 12 9 99.80 %
[41] A 2D IR camera Above the bed ResNet-152 12 4 95.10 %
[16] A pressure sensor mat On the ground CNN - 5 90.00 %
[19] A bedsheet with sensor array On the bed CNN 5 6 84.80 %
[17] A dense pressure sensitive bed sheet system On the bed HMM 14 6 83.00 %
[42] Three wearable accelerometer sensors Two on each arm and one on the chest KNN, NB and DT 10 4 99.50 %
[43] A single wearable device On the neck ExtraTrees classifier 18 4 99.00 %
[44] A fabric-sheet unified sensing electrode On the bed K-means clustering 7 2 88.00 %
[32] Three IR-UWB radar sensors On the ceiling and bedside Swin Transformer 30 4 80.80 %
[46] An impedance instrument, multi-channel adapter On the subject’s body SVM 16 4 99.67 %
[27]1 An IR camera Above the bed CNN 12 12 91.00 %
This work A flexible sleep monitoring belt On the mattress and under the bed sheet RF 15 4 96.02 %
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