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When in vivo proton dosimetry is performed with a metal-oxide semiconductor 
field-effect transistor (MOSFET) detector, the response of the detector depends 
strongly on the linear energy transfer. The present study reports a practical method 
to correct the MOSFET response for linear energy transfer dependence by us-
ing a simplified Monte Carlo dose calculation method (SMC). A depth-output 
curve for a mono-energetic proton beam in polyethylene was measured with the 
MOSFET detector. This curve was used to calculate MOSFET output distribu-
tions with the SMC (SMCMOSFET). The SMCMOSFET output value at an arbitrary 
point was compared with the value obtained by the conventional SMCPPIC, which 
calculates proton dose distributions by using the depth-dose curve determined by 
a parallel-plate ionization chamber (PPIC). The ratio of the two values was used 
to calculate the correction factor of the MOSFET response at an arbitrary point. 
The dose obtained by the MOSFET detector was determined from the product of 
the correction factor and the MOSFET raw dose. When in vivo proton dosimetry 
was performed with the MOSFET detector in an anthropomorphic phantom, the 
corrected MOSFET doses agreed with the SMCPPIC results within the measure-
ment error. To our knowledge, this is the first report of successful in vivo proton 
dosimetry with a MOSFET detector.
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I. InTrOducTIOn

Comprehensive dose verifications are essential before radiation therapy with proton beams can 
be applied clinically. Because in vivo dosimetry can be used to identify major deviations in 
treatment delivery, its use during patient treatment may serve as the ultimate dose verification 
for patient quality assurance. 

An in vivo dosimetry detector must be very small and easy to localize. Metal-oxide semi-
conductor field-effect transistor (MOSFET) detectors may be used to achieve this goal. The 
MOSFET detector has been used as a pinpoint dosimeter for the dose verification of photons(1-5) 
and electrons.(6) Although the MOSFET detector has been used for proton beam dosimetry,(7,8) 
the relative response of the TN-252-RD MOSFET detector (Best Medical Canada, Ottawa, 
Canada) in the Bragg peak region was 26% lower than responses obtained with an ionization 

a Corresponding author: Ryosuke Kohno, National Cancer Centre Hospital East, 6-5-1 Kashiwanoha, Kashiwa, 
Chiba 277-8577, Japan; phone: +81-4-7133-1111; fax: 81-4-7134-7048; email: rkohno@east.ncc.go.jp

JOurnAL OF APPLIEd cLInIcAL MEdIcAL PHYSIcS, VOLuME 13, nuMBEr 2, 2012

159   159



160  Kohno et al.: In vivo proton dosimetry 160

Journal of Applied clinical Medical Physics, Vol. 13, no. 2, 2012

chamber,(7) presumably because the MOSFET detector strongly depends on the linear energy 
transfer (LET) of the proton beam. These findings suggest that it may be difficult to measure 
the proton dose with a MOSFET detector.

To correct the MOSFET response to proton beams, Kohno et al.(9) developed a simple dose-
weighted correction method. The MOSFET depth output was compared with the Bragg curve 
obtained by ionization chamber. A correction factor for the response of the MOSFET detector was 
calculated as a function of the proton penetration depth. Because the protons at any point may 
have a variety of energies due to multiple scattering effects, the correction factor at an  arbitrary 
point can be calculated with the pencil beam dose calculation algorithm (PBA).(10-12) 

It is possible to measure the absolute proton dose in a homogeneous phantom with the 
MOSFET detector by employing the correction method for LET dependence. However, the 
actual human body has internal structures with tissue inhomogeneity. During dose distri-
bution under conditions of tissue inhomogeneity, protons pass through the irregular paths 
along various materials, such that there are complex hot and cold spots around the boundary  
of inhomogeneity.(13-16) 

The proton dose has yet to be assessed by a simple dose-weighted correction method under 
conditions of inhomogeneity. In particular, the PBA assumes that the central axis is a straight 
line, and determines the energy deposit and the lateral spread due to materials along the central 
axis; the PBA does not include the effects of lateral density inhomogeneity. Therefore, the cor-
rection method for LET effects strongly depends on the precision of the PBA calculation, which 
some authors have reported is less accurate under inhomogeneous conditions. As a result, the 
accuracies of these correction methods deteriorate in inhomogeneous media. For clinical use, 
further improvements to the dose calculation algorithm are desirable in situations involving 
tissues with significant inhomogeneity.

Here, we used a previously developed simplified Monte Carlo dose calculation method (SMC) 
to improve dose calculation accuracy under conditions of tissue inhomogeneity.(13,14,16) The SMC 
results were compared to PBA calculations in the head and neck region of an anthropomorphic 
phantom. To correct the MOSFET response to proton beams, a highly precise correction method 
was developed with the SMC. Using the MOSFET detector with this correction and the PBA, 
we performed in vivo proton dosimetry in the head and neck region of an anthropomorphic 
phantom for therapeutic proton beams.

 
II. MATErIALS And METHOdS

A.  Experimental apparatus
A commercially available MOSFET patient dose verification system (Best Medical Canada, 
Ottawa, Canada) was used. To reduce temperature dependence and nonlinear response at high-
dose levels, the TN-252RD detector was constructed as a dual device containing two identical 
MOSFETs on the same chip.(17) The sensitive field for each MOSFET was 0.2 × 0.2 mm, and 
the oxide thickness was 0.25 mm. The detectors were 2 × 1.3 × 8 mm in size, including the 
encapsulation. All measurements were performed with a high-sensitivity bias voltage setting.

Measurements were performed by using the therapeutic proton beam line at our hospital. The 
beam line employs a dual-ring double-scattering method for proton therapy.(18) The thickness 
of the first scatter and the shape of the second scatter were determined by the energy of the 
proton beams. The maximum size of the irradiation field provided by this system was 200 mm 
in diameter. For 190 MeV proton beam, daily testing was used to ensure that the proton range 
was within ± 0.5 mm.(19)

For accurate comparisons, the detector outputs were converted to dose values. Measurements 
were carried out in a PMMA dose calibration phantom for dose calibration.(7,9) A calibrated 
0.6 cc Farmer ionization chamber (FIC) type 30013 (PTW, Freiburg, Germany) and the  MOSFET 
located within the phantom were placed along a line perpendicular to the beam axis. The proton 
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energy and LET were 157 MeV and 0.5 keV/μm. Protons with this energy are protons of proxi-
mal region in Bragg curve, and the MOSFET detectors have no response changes due to LET 
dependence. To obtain the dose calibration factor for the MOSFET detector, the MOSFET and 
the FIC were exposed five times to 200 cGy. The dose calibration factor was determined from 
the average output. The raw dose for the MOSFET detector was obtained from the product of 
the MOSFET reading (mV) and the dose calibration factor.

The depth output curve in polyethylene slabs for mono-energetic proton beams was measured 
by using the MOSFET detectors. The equivalent water thickness was calculated by multiplying 
the polyethylene thickness by 1.02. Figure 1 shows a comparison of Bragg curves obtained 
by using a parallel-plate ionization chamber (PPIC) and MOSFET detectors for a 190 MeV 
proton beam. Both results were normalized to the response at a thickness of 0 mm. Compared 
with the result by the PPIC, the MOSFET response did not change in the shallow regions. On 
the other hand, the relative response of the MOSFET detector deteriorated with depth, and the 
MOSFET response at the Bragg peak was only 0.73. Thus, to measure proton dose with the 
MOSFET detector, the MOSFET response needs to be corrected.

To evaluate the usefulness of the MOSFET detector as an in vivo dosimeter under more 
realistic conditions, in vivo proton dosimetry was performed by using the MOSFET detector 
with an anthropomorphic phantom (The Phantom Laboratory, Salem, CA) (Fig. 2). In particu-
lar, the head and neck region of the phantom reflects complex inhomogeneous tissues, with 
bone, soft tissue, various materials, and various shapes. The anthropomorphic phantom was 
immobilized with a mold and mask.

Figure 3 shows a target region (blue line). A treatment plan was designed for the target in 
the head and neck region. We assumed the target shape is a rectangular solid, to make it easy to 
evaluate in vivo dosimetry using the MOSFET detector. A location of isocenter is a center of CT 
image. Gantry angle of 0° is arranged on the proton treatment planning system. For the target, a 
bolus and a patient collimator were designed by using the planning system. A 190 MeV proton 
beam, a ridge filter of 50 mm SOBP width and a range shifter of 7.5 mm thickness were selected. 
The Xs (black) in Fig. 3 represent the measurement points. Seven measurement points were 
selected to evaluate the proton dose formed by protons that pass through the inhomogeneities 

Fig. 1. Comparison of Bragg curves obtained by using a parallel-plate ionization chamber (PPIC) and MOSFET detectors 
for a 190 MeV proton beam.



162  Kohno et al.: In vivo proton dosimetry 162

Journal of Applied clinical Medical Physics, Vol. 13, no. 2, 2012

(e.g., jaw consisting of cortical bone, oral cavity consisting of air, brain stem, brain, etc.). In 
this experiment, the isocenter was exposed thrice to 100 cGy as a point prescription.

Axial isodose distributions calculated by the conventional SMC for the target in a head and 
neck region are shown in Fig. 3. In the target region, the dose distribution was not uniform, with 
large bumps and dips, such that there were steep gradients in the dose distributions of > 5% 
per mm at some measurement points. Because there are complex hot and cold spots around 
the boundary of inhomogeneity, a precise dose calculation algorithm is desirable in situations 
involving tissues with significant inhomogeneity.

Fig. 2. In vivo proton dosimetry using the MOSFET detector with an anthropomorphic phantom.
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B.  correction method of the MOSFET response
Because the correction method for LET effects is highly dependent on the precision of the 
PBA calculation, and as the PBA is limited to dose prediction for heterogeneous media, further 
improvements to the dose calculation algorithm are desirable for situations involving tissues 
with significant heterogeneity. We used the SMC(13,14,16) to obtain a correction factor for the 
MOSFET response to proton beams under conditions of tissue heterogeneity.

The SMC method utilizes the measured depth-dose distribution of a broad proton beam in 
water to calculate energy loss at a given depth. The energy loss of a proton in a segment of 
material was calculated with the water equivalent model. The SMC method begins by tracking 
individual protons at the entrance to the range compensator. The initial beam parameters were 
provided by the effective source model(10) on the basis of the measurements. The effective 
source model provides the standard deviation of the initial angular distribution at any point on 
the entrance plane. The proton fluence distribution was determined on the basis of the measured 
lateral dose distribution. A calculation grid size of 2 pixels was used for the CT image. The 
pixel size of the CT image had an area of 0.586 mm × 0.586 mm and a thickness of 3 mm. Each 
particle was characterized in terms of its position, direction, and residual range. The trajectory 
of each particle was tracked by assuming multiple Coulomb scattering. The scattered projection 
angles were expressed as normal random numbers.

Fig. 3. Axial images of the head and neck region in an anthropomorphic phantom, and isodose distributions calculated 
by the SMC. The Xs (black) represent the measurement points; the blue line is the target region.
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SMCMOSFET used the measured depth output curve of Fig. 1 to calculate the MOSFET 
 output distributions. The MOSFET output values at an arbitrary point obtained by SMCMOSFET 
were compared with the dose values obtained by the conventional SMCPPIC, which uses the 
depth-dose curve determined using the PPIC. When this calculation was used for Fig. 3 (as 
an example), the estimated mean statistical error of the calculated dose in the target volume 
region was within 2% rms.

The correction factor for the MOSFET detector CFSMC (x,y,z) can be calculated at an  arbitrary 
point, by using:

  (1)

 

CFSMC (x,y,z) =
SMCPPIC

i (x,y,z)
i=1

n

SMCMOSFET
i (x,y,z)

i=1

n

Where i is the ith proton and n is the total number of protons. The dose measured by the 
MOSFET detector at (x,y,z) is given by the product of CFSMC (x,y,z) and the raw MOSFET dose 
without correction for the MOSFET response.

A simple dose-weighted correction method with the PBA has been already developed.(7) For 
mono-energy proton beams and a spread-out Bragg peak, this method uses the correction factor 
as a function of proton penetration depth. For each irradiation condition (e.g., proton energy, 
spread-out Bragg peak), approximation functions of the proton penetration depth must be 
measured and determined, respectively. Therefore, it is hard to apply the simple dose-weighted 
correction method to clinical use with various irradiation conditions.

In order to improve the simple dose-weighted correction method with the PBA, we developed 
a new correction method with the PBA that would be easier to use and which does not need the 
above preliminary work. Additionally, since this method calculates directly a MOSFET cor-
rection factor, this method would be more accurate than the simple dose-weighted correction 
method, which uses approximation functions such as the function of the proton penetration 
depth. Results with this method were compared with the results corrected with the SMC to 
evaluate the correction method of MOSFET response with the SMC.

In general, the dose PBAPPIC (x,y,z;(x0,y0)) delivered by a single pencil beam at an entrance 
position (x0,y0) is given by:

 

  
 

PBAPPIC (x,y,z;(x0,y0)) (x0,y0)DD(z;(x0,y0))
1

2 (z)2
exp (x0 x)2 (y0 y)2

2 (z)2  

(2)

 

where (x0,y0)  is the intensity profile of the broad beam, DD(z;(x0,y0)) is the depth-dose distri-
bution of the broad beam measured by the PPIC, and (z) is the proton spread due to multiple 
scattering effects in the bolus and polyethylene slabs and the configuration of the beam line  
at z. We defined the MOSFET output (PBAMOSFET (x,y,z;(x0,y0)) delivered by a single pencil 
beam as in Eq. (2):

   
  (3)

 

PBAMOSFET (x,y,z;(x0,y0)) (x0,y0)DO(z;(x0,y0))
1

2 (z)2
exp (x0 x)2 (y0 y)2

2 (z)2
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where DO(z;(x0,y0)) is the depth output distribution of the broad beam measured by the   
MOSFET detector.

Finally, the correction factor for the MOSFET response CFPBA (x,y,z) is given by:

  (4)

 

 
CFPBA (x,y,z) =

PBAPPIC (x,y,z;(xi,yi))
i=1

n

PBAMOSFET (x,y,z;(xi,yi))
i=1

n

where i is the ith pencil beam, n is the total number of pencil beams, and (xi,yi) is the position 
of a generated pencil beam. The dose measured by the MOSFET detector at (x,y,z) is given 
by the product of CFPBA (x,y,z) and the raw MOSFET dose.

 
III. rESuLTS & dIScuSSIOn

Figure 4 compares the doses obtained by the uncorrected MOSFET detectors (MOSFET:raw), 
PBA, and SMC at measurement points A–G. The error bars of MOSFET:raw represent the 
reproducibility of the MOSFET measurements, and is the standard deviation. The error bars 
of PBA estimate difference between dose at the evaluation point and maximum/minimum dose 
in a cavity size of 5 mm in diameter due to the MOSFET setup uncertainty. On the other hand, 
the error bars of SMC include difference between dose at the evaluation point and maximum/
minimum dose in a cavity size of 5 mm in diameter due to the MOSFET setup uncertainty, 
and a statistical error of 2%.

At each measurement point in the target region, the dose varied from 110 to 120 cGy. It is 
obvious that dose distributions in the target region were not simply uniform. The maximum 
difference between the PBA and the SMC was 5.0%. As expected, there was a large differ-
ence for dose prediction precision in tissue heterogeneity between both dose calculations. The 

Fig. 4. Comparison of doses obtained by the uncorrected MOSFET detectors (MOSFET:raw), PBA, and SMC at 
 measurement points A–G.
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MOSFET:raw values at measurement points A, B, D, E, and F markedly underestimated the 
SMC results by about 15%. Figure 4 reveals obvious deteriorations of the MOSFET measure-
ments at these points in the spread out Bragg peak within the target region. As a result, these 
results require correction for MOSFET response.

In contrast, the measurement values at C and G were similar to those obtained by the SMC. 
As shown in Fig. 3, dose distributions at C and G formed a large bump and dip structure, even in 
the target region. From the error bars of the SMC calculation in Fig. 4, we can observe that mea-
surement points C and G had steep gradient dose distributions of > 5% per mm. In other words, 
the measurement uncertainties at C and G tended to be larger than those at other points.

Figure 5 compares the doses obtained by the corrected MOSFET detectors with the PBA 
(MOSFET:PBA), the corrected MOSFET detectors with the SMC (MOSFET:SMC), and SMC 
at measurement points A–G. The error bars of MOSFET:PBA and MOSFET:SMC also estimate 
errors of the correction factor in each calculations due to the MOSFET setup uncertainty. Namely, 
they include dose error caused by the difference between correction factor at the evaluation 
point and maximum/minimum correction factor in a cavity size of 5 mm in diameter.

There was some difference from 5.9% to 0.2% in the MOSFET:PBA and the MOSFET:SMC. 
These differences depended on the precision of the dose calculation algorithm in inhomoge-
neities. Including the results at C and G, the results of MOSFET:SMC agreed with the SMC 
results within the error bars at all points. This result indicates that we could correct the MOSFET 
response accurately, even in a situation with large and complex inhomogeneities.

However, the average magnitude of the error bars for MOSFET:SMC was about ± 4.6%, 
which indicates that large measurement errors were unavoidable in in vivo dosimetry. In other 
words, it is difficult to measure accurate point doses, such as at measurement points C and 
G. To improve the accuracy of in vivo dosimetry, an image-guided system is needed that can 
 accurately monitor the position of the MOSFET detector.

 

Fig. 5. Comparison of doses obtained by the corrected MOSFET detectors with the PBA (MOSFET:PBA), the corrected 
MOSFET detectors with the SMC (MOSFET:SMC), and SMC at measurement points A–G.
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IV. cOncLuSIOnS

To measure the proton dose in tissue inhomogeneities with a MOSFET detector, we developed 
a highly precise method using the SMC to correct the MOSFET response to proton beams. 
Additionally, we improved the simple dose-weighted correction method to be easy to use. In 
our experimental evaluation with an anthropomorphic phantom, there were some differences 
between the MOSFET:PBA corrected by the PBA and the MOSFET:SMC corrected by the SMC. 
The MOSFET:SMC agreed well with results calculated by the SMC within the measurement 
error. To our knowledge, this study is the first to report successful in vivo proton dosimetry with 
a MOSFET detector under conditions with large tissue inhomogeneities.
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