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ABSTRACT

A set of >300 nonredundant high-resolution RNA–
protein complexes were rigorously searched for �-
contacts between an amino acid side chain (W, H,
F, Y, R, E and D) and an RNA nucleobase (denoted
�–� interaction) or ribose moiety (denoted sugar–
�). The resulting dataset of >1500 RNA–protein
�-contacts were visually inspected and classified
based on the interaction type, and amino acids
and RNA components involved. More than 80% of
structures searched contained at least one RNA–
protein �-interaction, with �–� contacts making up
59% of the identified interactions. RNA–protein �–
� and sugar–� contacts exhibit a range in the RNA
and protein components involved, relative monomer
orientations and quantum mechanically predicted
binding energies. Interestingly, �–� and sugar–�
interactions occur more frequently with RNA (4.8
contacts/structure) than DNA (2.6). Moreover, the
maximum stability is greater for RNA–protein con-
tacts than DNA–protein interactions. In addition
to highlighting distinct differences between RNA
and DNA–protein binding, this work has generated
the largest dataset of RNA–protein �-interactions
to date, thereby underscoring that RNA–protein �-
contacts are ubiquitous in nature, and key to the sta-
bility and function of RNA–protein complexes.

INTRODUCTION

Many different types of RNA exist that fold into diverse
structural domains (such as double-stranded regions, hair-
pins, loops, bulges and pseudoknots) and fulfill a plethora
of critical cellular functions. For example, during pro-
tein synthesis, the nucleobase sequence in messenger RNA
(mRNA) dictates the amino acid sequence of the protein,
transfer RNA (tRNA) brings the correct amino acid to

the ribosome for protein synthesis, and ribosomal RNA
(rRNA) is an essential component of the molecular ma-
chine that joins the amino acids (1,2). Similarly, several
RNA types, such as microRNA (3), long-non-coding RNA
(4) and small RNA (sRNA) (5), participate in the regula-
tion of gene expression. Additionally, viral RNA can carry
genetic information (6), while uniquely designed RNA ap-
tamers have shown promise for use in diagnostics and as
therapeutics (7).

To fulfill these vast functions, RNA interacts with a range
of proteins from the time it is synthesized until it is degraded
in the cell. RNA–protein interactions are typically nonco-
valent in nature in order to afford stability to the resulting
complex for functional purposes, while at the same time
permitting facile degradation when the task at hand has
been completed. To gain a greater understanding of the na-
ture of noncovalent interactions that govern RNA recogni-
tion, binding and processing, several previous studies have
analyzed RNA–protein crystal structures published in the
protein data bank (PDB) (8–20). The noncovalent contacts
between RNA and proteins have traditionally been recog-
nized to include ionic (salt-bridge or phosphate backbone),
hydrophobic, hydrogen-bonding (direct or water mediated)
and van der Waals interactions. Detailed structural studies
have revealed that van der Waals interactions are exception-
ally important, being more prevalent than hydrogen bond-
ing (8,16) and accounting for nearly three-quarters of the
interactions at RNA–protein interfaces (15).

Among van der Waals contacts, �-interactions have
been proposed to play particularly central roles in RNA–
protein complexes. Indeed, a variety of RNA–protein �-
interactions identified in X-ray crystal structures may sta-
bilize ribosome assembly (21). As an even more specific ex-
ample, several nucleobase–amino acid (U:Y) stacking in-
teractions have been proposed to help achieve the natural
specificities and binding affinities of the PUF family of pro-
teins (Figure 1A) (22), which regulate mRNA and play im-
portant roles in stem cell maintenance and memory (23,24).
In fact, engineered PUF proteins use Y and R stacking in-
teractions to achieve enhanced function (25). Similarly, the
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Figure 1. Examples of (A) nucleobase–amino acid �–� stacking interac-
tion (PDB ID: 3QGB), (B) nucleobase–amino acid T-shaped interaction
(PDB ID: 1R9F), (C) ribose–amino acid sugar–� interaction (PDB ID:
2R8S) and (D) ribose–amino acid sugar–� interaction (PDB ID: 1K8W).

specificity of RNase T, an exonuclease that removes a nu-
cleotide from the 3′-end of RNA, has been suggested to be
controlled by �–� interactions between two F and the 3′
and penultimate 3′ bases (26–28). Computer modeling has
hinted that G:H �–� interactions are vital for aligning and
binding RNA transcripts to the b-subunit of RNA poly-
merases (29), while CD72 uses several Y residues to form
�–� interactions with RNA nucleobases in order to act as
a regulatory protein for B lymphocytes (30). In the absence
of structural data, �–� stacking between the RNA-binding
protein heterogeneous nuclear ribonucleoprotein H1 (HN-
RNPH1) and an RNA G-quadraplex has been proposed to
be related to alterative splicing and the onset of cancer (31).
Although the RNA and protein components are anticipated
to be relatively co-planar in the previous examples, nonpar-
allel nucleobase–amino acid binding modes also occur. For
example, a C Hoogsteen binding face interacts with a W �-
system when the p19 protein from tombusvirus binds with
small interfering RNA (siRNA), which inhibits RNA si-
lencing and impacts gene expression (Figure 1B) (32). These
few examples highlight the structural diversity of RNA–
protein �–� interactions in nature and underscore why a
broader understanding of these contacts is necessary to gain
a greater appreciation of essential cellular functions.

Despite their emerging importance, divergent conclu-
sions regarding the nature of RNA–protein �–� interac-
tions have arisen in the literature. For example, nucleotide–
amino acid contacts between G or U and F or Y were
originally determined to be prevalent at RNA binding sites
based on analysis of 32 RNA–protein complexes (8). Al-
though studies of a larger dataset that included 89 RNA–
protein complexes confirmed that U:Y is one of the most

favored nucleotide–amino acid pairings, A:F and G:W con-
tacts were determined to also occur at high frequencies (16).
Alternatively, interactions between W and either purine
were found to be among the most prevalent contacts in
61 RNA–protein crystal structures (12). In addition to
contacts with ring-containing amino acids, other studies
have highlighted the abundance of �-interactions between
acyclic amino acids, such as R, and RNA (11,14). Fur-
ther conflicting conclusions about RNA–protein interac-
tions have occurred in subsequent studies that specifically
considered nucleobase–amino acid �–� stacking interac-
tions (11,12,14,19).

There are likely a number of factors contributing to
discrepancies in the literature on RNA–protein �–� in-
teractions. For example, previous studies that datamined
the PDB were restricted by the small number of con-
tacts considered due to limitations in the availability of
high-resolution crystal structures of RNA–protein com-
plexes. Furthermore, most previous works typically em-
ployed search routines solely based on distance or angle cut-
offs, which can erroneously lead to the inclusion of nucleic
acid–protein interactions that do not truly represent �–�
interactions in the datasets (see, e.g. Supplementary Figure
S1) (33,34). Although a preliminary report from our group
on RNA–protein �–� interactions added a visual inspec-
tion step along the analysis pathway, the study was similarly
limited by the relatively small number (75) of nonredun-
dant, high-resolution RNA–protein complexes available at
the time (19). Indeed, currently available crystal structures
allow for an expanded dataset, which increases the number
of structures searched by a factor of ∼4 and nearly dou-
bles the total number of RNA types represented (Supple-
mentary Table S1). The added functional diversity in such
a larger dataset will enable a more complete understanding
of RNA–protein �-interactions. Thus, although previous
studies collectively point to the prevalence of nucleobase–
amino acid �–� interactions in nature, the true frequency,
composition, structure and stability of RNA–protein �–�
interactions currently remain poorly understood and war-
rant a more detailed investigation.

In addition to many unknowns regarding RNA–protein
�–� interactions, the ribose moiety of RNA may form close
contacts with amino acid �-systems (denoted sugar–� in-
teractions). Indeed, crystal structures reveal short distances
between many amino acids, including ring-containing vari-
ants (F, Y, H and W), and nucleic acids (8,10). In terms of
RNA–protein complexes, close contacts have been observed
between Y and the 3′/5′ ribose edge upon binding of anti-
RNA antibodies to large functional RNAs (Figure 1C),
which is pathologically important in autoimmune diseases
(35). Alternatively, Y stacks against the 2′/3′ side of ribose
in the active site of TruB (36), a pseudouridine synthase that
converts uracil to pseudouridine in tRNA to modulate in-
teractions with rRNA and mRNA (Figure 1D). These se-
lect examples illustrate the structural diversity and potential
importance of ribose–amino acid contacts in nature. Fur-
thermore, sugar–� interactions have been reported to be
common in DNA–protein complexes (33,34,37) and folded
RNA structures (38), while similar interactions between
carbohydrates and amino acids have long been accepted to
play indispensable roles in glycobiology (39–44). By anal-
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ogy, sugar–� interactions could likely modulate RNA–
protein binding. Indeed, the predominant single-stranded
nature and additional 2′-hydroxy group may make such in-
teractions more important, and yet distinct, for RNA com-
pared to DNA and carbohydrates. Despite the likely preva-
lence and critical role of such contacts in RNA–protein sys-
tems, no previous work has characterized the occurrence,
composition, structure or stability of RNA–protein sugar–
� interactions.

Due to existing uncertainties surrounding the relative fre-
quency of different RNA–protein contact classifications,
the proportional involvement of different RNA and protein
components, and the comparative stability and/or function
the contacts can provide to RNA–protein complexes, the
present study reports a detailed analysis of over 1500 RNA–
protein contacts identified in a nonredundant set of >300
X-ray crystal structures of RNA–protein complexes (Sup-
plementary Tables S3 and S4). Interactions between ring-
containing (H, F, Y and W; also denoted cyclic) or acyclic
(R, E and D) �–containing amino acids and the RNA nu-
cleobases (�–� interactions) or ribose (sugar–� contacts)
are considered (Supplementary Figure S2). This choice of
amino acids permits the evaluation of neutral, cationic and
anionic RNA–protein �-interactions, and therefore the im-
pact of different biologically-relevant amino acid protona-
tion states. Each RNA–protein contact identified was visu-
ally inspected to rule out close contacts due to other forces,
such as hydrogen bonding, and to unambiguously cate-
gorize the interaction according to the RNA and protein
components involved and their relative orientation. Quan-
tum chemical calculations are subsequently used to deter-
mine the binding energy of each RNA–protein �–� and
sugar–� interaction in order to appreciate their relative
contributions to the stability of the overall RNA–protein
complex.

By assembling and analyzing the largest database of
RNA–protein �-interactions available to date, our work
clarifies discrepancies in the previous literature by explicitly
uncovering key structural and energetic features of RNA
nucleobase–amino acid �–� interactions. Furthermore, for
the first time, novel RNA–protein sugar–� contacts are ex-
amined using the same detailed approach, which comple-
ments existing data on sugar contacts within folded RNA
(38) and DNA–protein complexes (33,34,37). The larger
and more diverse data set considered in the current work
leads to new conclusions regarding the dominant amino
acids and nucleobases involved in RNA–protein �–� inter-
actions, the most common nucleobase–amino acid pairings
and the preferred relative monomer orientations, as well
as the stability of the contacts (see Supplementary Tables
S1 and S2 for a comparison to previous literature). Per-
haps even more importantly, by considering the same ex-
panded datasets for both �–� and sugar–� contacts, we
uncover the relative abundance of RNA–protein �–� and
sugar–� contacts, and further emphasize the broad range
of �-interactions that occur in RNA biology. Finally, de-
tailed comparison of our new dataset to previously pub-
lished work on DNA–protein �-interactions (33,34) high-
lights both similarities and differences in noncovalent pro-
tein interactions for the two nucleic acid families. Our find-
ings can be applied to gain a greater understanding of many

critical cellular functions (e.g. protein synthesis, gene ex-
pression, and viral replication), to design improved func-
tional RNAs (aptamers), to develop novel drugs that tar-
get RNA, and to fine-tune computational methodologies
(i.e. force fields for molecular dynamic simulations and
docking procedures) that can be subsequently used to fur-
ther advance our understanding of RNA structure and
function.

MATERIALS AND METHODS

The careful protocol previously developed and applied
by our group to understand DNA–protein �-interactions
(33,34,37) was adapted in the present work. Specifically, a
total of 317 crystal structures of RNA–protein complexes
were chosen from the PDB for analysis based on a reso-
lution better than 2.5 Å and redundancy of < 30% as as-
sessed using the CD-HIT suite (45). Crystallographic copies
were excluded from the dataset and the structures chosen
do not involve nucleic acid oligomers that represent RNA–
DNA hybrids. Although modifications to RNA are com-
mon and modified residues are included in the crystal struc-
tures searched in the present work, we did not include mod-
ifications in the data set. Specifically, modified nucleobases
were not considered for �–� interactions, while modified
sugar residues were not considered for sugar–� interac-
tion. For residues consisting of multiple conformations that
adopted similar orientations, only the highest occupancy
conformation was considered. The lower occupancy orien-
tation was only considered when the higher occupancy con-
formation did not form a �-interaction. Only contacts be-
tween fully resolved residues were included in our database.
A complete list of structures analyzed is available in the Sup-
plementary Material (Supplementary Tables S3 and S4).

For each crystal structure included in our search, pairs
composed of a nucleobase or ribose and a cyclic (H, W,
F and Y) or acyclic (R, E or D) �–containing amino acid
that are within 5 Å were selected. This distance was cho-
sen based on geometric characteristics known to be impor-
tant for nucleic acid �–� and sugar–� contacts (33,34,37).
Finally, each contact was visually inspected in order to en-
sure overlap between the two monomers such that each pair-
ing identified can unambiguously be classified as a �–�
or sugar–� interaction. Through this visual inspection, all
hydrogen bonding dimers that satisfy the distance criteria
were removed. During this analysis, the type of nucleobase,
amino acid or sugar edge involved in the �-interaction was
recorded, while the Mercury program (46) was used to mea-
sure the angle between the �-systems for each �–� contact.
The cleaned dataset is available for download as part of the
Supplementary Material.

For each RNA–protein contact identified, quantum
chemical calculations were performed to estimate the sta-
bility of the interaction. Specifically, for the �–� interac-
tions, models were used that contain only the RNA nucle-
obase and the amino acid �-system (i.e. the cyclic amino
acids and E were truncated as C�, D was truncated at C�,
and R was truncated at C� ; Supplementary Figure S2).
Different protonation states were considered for the amino
acid side chains, with H modeled as neutral (both � and
ε forms) and cationic, and D/E modeled as neutral and
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anionic. Furthermore, the hydroxy group of Y and of the
neutral D/E models were considered in two relative orien-
tations with respect to the nucleobase, although only the
binding energy for the most stable orientation is discussed
due to the observed negligible impact of hydroxy orienta-
tion on the binding strength, which parallels conclusions
previously reported for DNA (33,34). The nucleobase and
ring-containing amino acid models were optimized with
MP2/6–31G(d) in Cs symmetry and overlaid onto the coor-
dinates extracted from the crystal structure for each binding
pair.

The same amino acid models implemented to investigate
�–� contacts were used to evaluate sugar–� interactions.
For the ribose moiety, the nucleotide was truncated at the
nucleobase, and the 5′ and 3′ phosphorus atoms and the
truncated position capped with hydrogen atoms, and the
positions of all hydrogen atoms in the model were opti-
mized with MP2/6–31G(d), while the positions of all heavy
atoms were held fixed. During the optimization, the 5′ and
3′ hydroxy orientations were frozen by constraining the
∠(HO5′−O5′−C5′−C4′) and ∠(HO3′−O3′−C3′−C4′) di-
hedral angles to the corresponding values of the truncation
points in the crystal structures. The 2′-hydroxy group was
initially aligned in the minimum energy orientation for an
isolated ribose according to MP2/6–31G(d) calculations,
but the orientation of the substituent was not fixed during
the optimizations. This approach for the sugar–� contacts
circumvents issues with the range of puckering modes for ri-
bose that are found in nature and is justified based on work
on carbohydrate–� interactions that revealed small devi-
ations in binding strengths when crystal structures versus
fully optimized geometries were implemented (47,48).

For all RNA–protein �-interactions, overlays were per-
formed using root-mean-square (RMS) fitting according to
the relevant heavy atoms using HyperChem 8.0.8 (49) and
PyMOL 1.8.6 (50). The geometry of monomers in the dimer
are the same as the isolated monomers. The binding en-
ergy for each RNA–protein pair was evaluated using M06–
2X/6–311++G(2df,2p) single-point calculations according
to the following equation:

�E = Edimer − Eprotein − ERNA

where Edimer is the electronic energy of the �–� or sugar–
� complex, Eprotein is the electronic energy of the amino
acid model side chain, and ERNA is the electronic energy of
the RNA nucleobase or ribose. The reported binding ener-
gies do not contain zero-point vibrational or Gibbs energy
corrections. The chosen density functional (DFT) method
has proven to provide accurate data at a reduced compu-
tational cost compared to gold-standard CCSD(T) data at
the complete basis set limit (CBS) for analogous DNA–
protein �–� and sugar–� interactions (33). We note that
the data generated using the smaller 6–31+G(d,p) basis set
was used to compare RNA and DNA–protein interactions
as this methodology was used in the previous work on DNA
(33,34). Furthermore, this approach is justified due to the
negligible difference between the small and large basis set
data (<8 kJ/mol deviations, with 95% of the interactions
changing by less than 4 kJ/mol, Supplementary Tables S5
and S6), as well as the maintenance of all trends in the data.

All calculations were performed in the gas phase, which im-
plies that the reported interactions represent the magnitude
of the interactions in protein binding environments of low
polarity. Although we acknowledge that binding free en-
ergies can be estimated from classical molecular dynamics
(MD) studies in various solvents (51), the predicted binding
energies reported in the present work provide upper bounds
to the strength of these contacts in a variety of biologi-
cal environments. Nevertheless, we acknowledge that some
protein–RNA interactions may occur at more solvent ex-
posed sites. Therefore, the impact of different environments
ranging from the gas phase to water have been estimated for
a selection of neutral and charged �–� and sugar–� inter-
actions (Supplementary Tables S7 and S8), which highlights
the preserved stability of such contacts in a variety of envi-
ronments. Furthermore, the sample set showed the inclu-
sion of counterpoise corrections for RNA–protein systems
does not significantly change the predicted binding energy
for RNA–protein systems (differences < 5 kJ/mol, Sup-
plementary Table S9). Overall, the implemented methodol-
ogy was chosen due to successes using the same approach
to understand other �-interactions between nucleic acid
and protein components to allow for meaningful compar-
isons between RNA and DNA (19,33,34,37), as well as
due to computational efficiency because of the large num-
ber of contacts considered. All quantum chemical calcu-
lations were performed using Gaussian 09 (revisions A.02
and C.01).

RESULTS

RNA–protein �–� and sugar–� interactions both commonly
occur for many different RNA types, with �–� interactions
being approximately 1.7 times more prevalent

In total, 1532 RNA–protein �-interactions were identified
in the 317 nonredundant crystal structures of RNA–protein
complexes included in our database. Among the crystal
structures searched, 262 (83%) contain at least one RNA–
protein �-interaction (Figure 2A). Although 32 (10%) of
the structures searched contain more than six discrete con-
tacts, each complex most commonly contains one (56 struc-
tures or 18% searched), two (48 or 15%) or three (50 or 16%)
RNA–protein �-interactions. Among RNA types included
in our crystal structure database, over 70% of the structures
for a given RNA type contain at least one contact (Figure
2B), illustrating the abundance of �-interactions is indepen-
dent of RNA type.

Among the 1532 RNA–protein �-contacts found, 897
(59%) represent �–� interactions, while 635 (41%) can be
classified as sugar–� contacts. Over 73% of the structures
in our database contain at least one �–� interaction, with
RNA–protein complexes most commonly containing one
(75 structures or 24%) or two (62 or 20%) �–� interactions
(Supplementary Figure S3a). Among RNA classifications,
at least half of the structures searched for a given RNA
type contain one or more contact(s) (Supplementary Figure
S4a). In fact, over 70% of the structures for all RNA types
contain at least one �–� interaction, with the exception of
only dsRNA and aptamers.
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Figure 2. (A) Overall frequency of the number of RNA–protein �-contacts
found in each crystal structure searched. (B) Distribution in the RNA types
searched (inner circle) and the RNA types that form at least one �-contact
(outer circle).

For sugar–� interactions, 53% of RNA–protein struc-
tures contain at least one sugar–� contact, with most crys-
tal structures containing one (87 structures or 27%) or two
(47 or 15%) such interactions (Supplementary Figure S3b).
Three quarters of the tRNA, crRNA and microRNA struc-
tures searched contain at least one sugar–� contact. Al-
though the percentage of structures that contain at least
one sugar–� contact is smaller for each other type of RNA,
a significant portion (25–54%) of the structures contains
sugar–� interactions (Supplementary Figure S4b).

Y, F and R-containing �–� interactions are more frequent
than anticipated based on relative natural abundances of
amino acids, while R contacts dominate sugar–� interactions

Among the �–� interactions identified, the distribution as
a function of the amino acid involved indicates that most
contacts occur for R (34%), F (26%) and Y (21%), while
few contacts exist for H, W, E and D (≤ 8% each, Figure
3A). However, the expected relative occurrence of the amino
acids should be considered when analyzing this data, which
can be calculated as the ratio of the frequency of the re-
spective amino acid in proteins to the total frequency of the
�-containing amino acids considered in the present study
(Supplementary Tables S10 and S11). Comparison of the
deviation between the expected occurrence and observed
occurrence of specific amino acids reveals that only H and
W are involved in �–� interactions in the expected ratio
(<1.5 times more than expected). In contrast, R, F and Y
interactions are more abundant than expected (∼2 times),
while E and D interactions are less abundant than antic-
ipated (by 8–10 times, Supplementary Table S10). Over-

Figure 3. Relative composition of the RNA–protein (A) �–� and (B)
sugar–� contacts identified as a function of the amino acid involved.

Figure 4. Relative composition of the RNA–protein �–� interactions
identified as a function of the nucleobase (color) and amino acid involved.

all, approximately two-thirds of �–� interactions involve a
ring-containing amino acid (Figure 3A).

For the sugar–� interactions, over half of the contacts in-
volve R (51%), while the sum of the ring-containing amino
acids is 39%, with Y being the most frequently at 13%, fol-
lowed by F and H (11–12% each, Figure 3B). Interestingly,
unlike �–� interactions, the number of sugar–� interac-
tions with all ring-containing amino acids is exactly as ex-
pected based on the amino acid natural abundance (<1.5
times greater or less than expected, Supplementary Tables
S11 and S12). However, as discussed for �–� contacts, R
sugar–� interactions occur significantly more often than ex-
pected (2.6 times), while E and D contacts are less frequent
(4–5 times). As a result, in direct contrast to �–� inter-
actions, two-thirds of the sugar–� interactions involve an
acyclic �–containing amino acid.

RNA nucleobase are not equally likely to participate in �–�
interactions

The estimated distribution of the four canonical nucle-
obases in RNA varies. For example, A has been reported to
occur more frequently than the other nucleobases in rRNA
(52–54). The composition of the RNA–protein �–� inter-
actions in our structural database as a function of the nu-
cleobase suggests that A �–� interactions occur most fre-
quently (36%, Figure 4 and Supplementary Table S10). In-
deed, A �–� contacts appear 10% more frequently and C
interactions 13% less frequently than those involving G or
U. As a result, purine �–� interactions (68%) are more com-
mon than pyrimidine contacts (38%). This distribution gen-
erally holds for each individual amino acid, regardless of
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Figure 5. Distribution in the relative monomer orientations for RNA–
protein (A) �–� (divided according to the angle between the planes of the
�-systems, with 0–20◦ representing stacking, 20–70◦ representing inclined
and 70–90◦ representing T-shaped orientations) and (B) sugar–� interac-
tions identified.

their cyclic versus acyclic nature (Figure 4). When coupled
with the frequency of interactions as a function of amino
acid (Figure 3), it is therefore not surprising that the most
common �–� interactions occur between A and R (13.0%),
F (9.3%) or Y (7.1%), while G or U interactions with F, Y
and R fall close behind (5.2–7.8%, Figure 4).

RNA–protein �–� interactions exhibit a strong preference
for a parallel alignment of the rings

Based on the relative arrangement of the planes of the nu-
cleobase and amino acid �-systems (denoted tilt or �), the
RNA–protein �–� interactions were classified as stacked
(� = 0–20◦), inclined (20◦ < � < 70◦) or T-shaped (� =
70–90◦). Approximately half of all �–� interactions identi-
fied in the present work represent a stacked or nearly par-
allel arrangement of the �-systems (49%, Figure 5A and
Supplementary Figure S5). Although many inclined orien-
tations (39%) also prevail, the nucleobase and amino acid
�-systems are less likely to adopt a T-shaped arrangement
(12%). Indeed, over three-quarters of all interactions have
a tilt angle ≤30%. The T-shaped interactions can involve
either a nucleobase edge directed toward the amino acid �-
system or an amino acid edge directed toward the nucle-
obase �-system. In general, the strongest T-shaped interac-
tions in nature typically involve the edge of the amino acid
interacting with the �-system of the nucleobase, with the
preference notably greater for the charged systems (Supple-
mentary Tables S13 and S14).

In terms of the amino acid involved in the interaction, the
stacked structures are favored for the ring-containing amino
acids (48–69% of all structures), but the inclined orientation
becomes preferred for acyclic R, E and D (Supplementary
Figure S5a, c). Nevertheless, for R, 188 interactions (62%)
fall below 30%, further emphasizing a common preference
for a near parallel arrangement. Among the nucleobases,
the stacked orientation is highly preferred for the purines,
comprising ∼50% of the structures, while only ∼35% of
the interactions adopt an inclined orientation (Supplemen-
tary Figure S5b, d). Although the stacked arrangement is
still preferred for U (46%), the inclined orientation becomes
slightly more important than for the purines (∼40% of all
U interactions). The inclined configuration is the most com-
mon for C (51%, Supplementary Figure S5b, d).

Figure 6. Overlay the all interactions identified between the amino acids
(W (red), H (orange), F (yellow), Y (green), R (light blue), E (navy) and D
(purple)) and each nucleobase [(A) adenine, (B) cytosine, (C) guanine, (D)
uracil] or one of the four ribose edges [(E) O4′, (F) O2′H, (G) H4H5aH5b
or (H) the H5aH5b].

The strong preference for nucleobase and amino acid
�-systems to adopt parallel stacked arrangements is clear
when all identified nucleobase–amino acid �–� interac-
tions are overlaid using RMS fitting with respect to the
nucleobase heavy atoms (see Figure 6A–D). Nevertheless,
these overlays also highlight structural diversity in the
nucleobase–amino acid �–� interactions, including the ex-
plicit presence of T-shaped interactions between either the
nucleobase or amino acid edge and the �-system of the sec-
ond monomer.

Sugar–� interactions can involve ribose proton(s) and/or
oxygen atom(s) directed towards the amino acid, with a criti-
cal role played by the 2′-hydroxy group

The flexible nature of single-stranded RNA allows many
different faces of ribose to interact with �-systems of amino
acids upon binding with proteins. In general, the sugar–�
contacts can be categorized according to the identity and
nature of the atom(s) in ribose directed toward the amino
acid. Our classification system separates interactions that



Nucleic Acids Research, 2021, Vol. 49, No. 4 2219

involve a sugar edge comprised of a single proton, two
protons (denoted bridged), three protons (denoted face), a
(O4′) lone pair, both a lone pair (lp) and a proton (lone pair-
proton or lp-proton) or the 2′-hydroxyl group (2′OH, Sup-
plementary Figure S6A). Over all amino acids, more than
three-quarters of the sugar–� interactions involve a ribose
proton rather than an oxygen atom (Figure 5B and Sup-
plementary Table S11). The most common relative orien-
tation of ribose and the amino acid �-system is a face in-
teraction (35%), which is closely followed by contacts in-
volving one (23%) or two (bridged, 18%) protons. Never-
theless, lone pair and lone pair-proton interactions com-
prise 11% of all sugar–� contacts identified. Furthermore,
the 2′-OH is involved in interactions with the amino acid
�-system in 14% of all contacts, being greater than all in-
teractions with O4′ (11%). In terms of atoms involved for
specific classifications of the sugar–� interactions (Figure 5
and Supplementary Figure S6B), the majority of the face
interactions involve the three protons on C4′ and C5′ (26%
of the total contacts identified), and the bridged interaction
similarly most commonly involves the C5′ protons (15%).
Single proton interactions frequently occur at many differ-
ent ribose sites, including C5′, C1′, and C4′ (4–6% each).
The trend of the favored classification and atoms involved in
the sugar–� interactions generally holds when contacts with
each amino acid are considered (Supplementary Figure S6C
and S7). Nevertheless, the sugar–� interactions exhibit sig-
nificant fluctuation in the position of the amino acid relative
to ribose for a given binding orientation. Indeed, overlays
of all contacts identified for the four most common binding
configurations obtained using RMS fitting with respect to
the sugar heavy atoms highlights the variation in the relative
monomer orientations for a specific sugar edge (Figure 6E–
H). In fact, the great fluctuation in relative monomer orien-
tations likely leads to a continuum between sugar–� inter-
action classifications. These representative overlays also un-
derscore that the sugar puckering varies across crystal struc-
tures, which adds another element of structural diversity to
sugar–� contacts.

Both nucleobase–amino acid �–� and sugar–� interactions
can significantly enhance the stability of RNA–protein com-
plexes

Although the abundance and composition of RNA–protein
�-interactions can be conjectured from crystal structures,
the relative strength of each contact is also important to un-
derstand in order to gain a full appreciation of the role of
these contacts (37). Due to the proven ability of computa-
tional methods to approximate the energetic contributions
of �-interactions between nucleic acid and protein compo-
nents (12,19,33,34,37,38,55–58), quantum chemical meth-
ods were used to evaluate the gas-phase binding strength
for each RNA–protein �-interaction identified in the exper-
imental crystal structures. A range in computed stabilities
is found for RNA–protein �-interactions in nature (Fig-
ure 7 and Supplementary Figures S8 and S9). This vari-
ance in the binding energies reflects the differences in chem-
ical properties of the nucleobases and amino acids involved.
Furthermore, the diversity of the interaction strengths par-
allels the variation in the relative monomer orientations

Figure 7. Distribution in the binding strengths (kJ/mol) for RNA–protein
(A and B) �–� and (C and D) sugar–� contacts that involve a neutral (A
and C) or charged (B and D) amino acid.

across all RNA–protein �-interactions (Figure 6A–D, and
Supplementary Figures S10 and S11), including the tilt an-
gle for the �–� interactions (Supplementary Figure S12),
as well as the amino acid or nucleobase edge involved in T-
shaped �–� interactions, and the identity of the sugar edge
involved in the sugar–� interactions (Supplementary Figure
S13). The charge of the amino acid also plays a significant
role (Supplementary Figures S8 and S9).

In terms of �–� interactions involving a neutral amino
acid (W, H, F, Y and E/D), over three-quarters of all con-
tacts have binding strengths greater than –20 kJ/mol, with
71% ranging between –10 and –30 kJ/mol (Figure 7A). The
magnitude of the interaction energy more strongly depends
on the amino acid (Supplementary Figure S8a) than the nu-
cleobase (Supplementary Figure S8c). The strongest inter-
actions involve W or Y and G or U (Supplementary Fig-
ure S8a, c). This trend parallels the near perfect parallel ar-
rangement between W or Y and G in the most stable in-
teractions (Supplementary Figure S10), as well as G having
the largest dipole moment among the nucleobases. Indeed,
the magnitude of the interaction strength is highly depen-
dent on the tilt angle between the planes of the (neutral) �-
systems, with stronger interaction energies occurring for the
more predominant stacked orientations (tilt angle < 20◦,
Supplementary Figure S12). Furthermore, repulsive inter-
actions rationalize any highly unstable interactions. For ex-
ample, the weakest W interaction occurs with A due to close
(< 2 Å) atomic contacts.

Although the neutral �–� interactions reach a maximum
of –38.3 kJ/mol, previous literature has highlighted the sig-
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nificant strength of nucleobase–amino acid �-interactions
involving one cationic (59–61) or anionic (62) �-system.
Therefore, the corresponding cationic �–� interactions
were considered for H and R and anionic interactions for
E and D. The �–� interactions involving charged amino
acids (H, R, E/D) are even stronger, being stable by over
70 kJ/mol in the extreme cases (Figure 7B). Although more
than 66% of the contacts have binding strengths that fall be-
tween –10 and –50 kJ/mol, a significant portion (13%) also
have binding strengths stronger than –50 kJ/mol. The most
stable charged interactions typically occur for (cationic) R
and G, up to –95.7 kJ/mol (Supplementary Figure S8b and
d). Nevertheless, contacts with cationic H are very strong
(up to –70.3 kJ/mol). Furthermore, the anionic interac-
tions can be extremely stable, with E interactions being up
to –135.3 kJ/mol and D contacts up to –93.0 kJ/mol. The
significantly more stable anionic compared to neutral �–
� interactions for E/D occur at least in part due to an in-
crease in the size (number of atoms) involved in the amino
acid �-system. It should be noted that a percentage (6%)
of all contacts are unstable (positive binding strengths) due
to repulsive interactions between the charged �-system and
acid/basic atoms of the nucleobase. For example, a repul-
sive interaction occurs between the amino group of G and
cationic H or the electronegative carbonyl of C and the
anionic �-system of E in the least stable monomer orien-
tations (Supplementary Figure S10). Since previous stud-
ies have highlighted the great potential stability of cationic
and anionic nucleobase–amino acid �–� interactions (59–
62), this repulsive nature suggests that the corresponding
interactions in the crystal structures likely involve a neutral
amino acid.

Similar to the nucleobase–amino acid �–� interactions,
the sugar–� contacts exhibit a range of binding strengths
(Figure 7C, D and Supplementary Figure S9). For sugar–�
interactions involving neutral amino acids (W, H, F, Y and
E/D), 51% have binding strengths ranging between –10 and
–30 kJ/mol, with the stability reaching a maximum of –58.9
kJ/mol. Although many sugar edges are involved in these
interactions, a range of binding strengths is found for each
interaction type (i.e. single proton, bridge, face, lone pair,
lone pair-proton and 2′OH, Supplementary Figure S13)
and the interaction strength depends more strongly on the
nature of the amino acid involved (Supplementary Figure
S9a). In general, the most stable neutral sugar–� interac-
tions involve Y, as well as H to a lesser degree. Nevertheless,
a range of binding strengths are seen for each amino acid
due to variations in their arrangement with respect to ribose
(Figure 6E–H). For example, the strongest Y interaction oc-
curs at least in part due to hydrogen bonding between the
hydroxyl group of Y and O5′, while repulsive interactions
lead to an unstable Y–ribose binding arrangement (e.g. <2
Å between a carbon atom of Y and H5′, Supplementary
Figure S11).

Similar to the �–� interactions, the sugar–� contacts
may involve cationic H/R or anionic E/D. The sugar–�
interactions involving charged amino acids can be signifi-
cantly more stable than the neutral counterparts, with 56%
of the charged contacts having binding strengths between
–10 and –50 kJ/mol, and 18% of contacts having interac-
tion energies stronger than –50 kJ/mol. The strongest in-

teraction with a cationic amino acid (–105.1 kJ/mol) oc-
curs for R, while the most stable sugar–� interaction with
an anionic amino acid (–91.5 kJ/mol) occurs with D (Sup-
plementary Figures S9 and S11). There is not a strict de-
pendence of the strength of the interaction on the classifi-
cation of the sugar–� contact, with all types of sugar–� in-
teractions adopting the full spectrum of predicted binding
strengths for both neutral and charged amino acids (Supple-
mentary Figure S13). Nevertheless, the range in the interac-
tion energies is greater for the charged than neutral amino
acids (Supplementary Figure S13). As discussed for the �–
� contacts, this reflects repulsive interactions for some sys-
tems (e.g., repulsion between R and O3′–H in the least stable
R–ribose contact, Supplementary Figure S11). This may in-
dicate that such interactions involve a neutral amino acid.
Overall, the quantum mechanical data emphasizes the great
stability both nucleobase �–� and sugar–� interactions can
bring to RNA–protein complexes.

DISCUSSION

A variety of RNA–protein �-interactions occur in nature that
can stabilize and impart function to RNA–protein complexes

Amongst the 317 nonredundant crystal structures consid-
ered, 1532 RNA–protein �-interactions were identified in
a range of RNA types, with 59% of the contacts involv-
ing a nucleobase and 41% involving ribose. Approximately
70% of the �–� interactions identified occur between F, Y
or R and A, U or G. In fact, the interactions with F, Y
and R are more abundant in our �–� interaction data set
than anticipated based on the relative natural occurrences
of the amino acids. In contrast, over half of the sugar–�
interactions involve R, while the ring-containing (cyclic)
amino acids participation in sugar–� contacts correlates
with their relative natural abundances. The overall more
dominant involvement of R in RNA–protein �-interactions
stands to reason based on the negative charge of the back-
bone. These results are consistent with the previously re-
ported prevalence of Y, F and R at RNA binding sites
(8,11,14,16), as well as suggestions that W is the least likely
ring-containing amino acid to participate in RNA–protein
�–� stacking interactions (14). However, our data contra-
dicts predictions that G:W pairings are the most prevalent
at RNA-binding sites (16), potentially due to W being the
most common ring-containing amino acid involved in RNA
recognition (12). In terms of nucleobase, interactions with
A are more predominant, which contrasts previous conclu-
sions based on much smaller datasets that U and G contacts
(8), or both purines (16) most frequently participate, and
underscores the importance of the expanded dataset con-
sidered in the present work. Nevertheless, �-interactions
can involve any of the four canonical RNA bases or ribose
and cyclic (W, H, F and Y) or acyclic (R, E and D) �–
containing amino acids, which highlights the great diver-
sity in the composition of RNA–protein �-interactions in
nature.

In terms of structure, the nucleobase–amino acid inter-
actions with parallel arrangements of the �–rings comprise
over 50% of all interactions, with 39% of the contacts adopt-
ing inclined ring orientations and very few T-shaped ar-
rangements being assumed. Nevertheless, we have imposed
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an arbitrary cut-off between stacked and inclined struc-
tures, and overall >75% of all interactions have a tilt an-
gle between the rings of <30◦. The strongly preferred par-
allel, stacked arrangement of RNA–protein �–� interac-
tions likely stems from the structurally flexible nature of
RNA, which mostly occurs in a single-stranded form. In-
terestingly, the stacked arrangement is even more prevalent
for the purines compared to pyrimidines, which likely sim-
ply reflects the larger �-system of the purines.

The RNA ribose moiety uses a variety of orientations to
participate in sugar–� contacts. Most often one or three hy-
drogen atom(s) bound to carbon is (are) directed toward
the �-system (58% of contacts). The favored edge of ri-
bose involved in sugar–� interactions is the C4′ proton and
C5′-C4′ face, which would be the least disruptive for nu-
cleobase binding, potentially allowing for multiple RNA–
protein noncovalent interactions to simultaneously be in-
volved in RNA binding and/or function. Nevertheless, the
2′-hydroxy group is involved in ∼14% of all sugar–� inter-
actions, illustrating the importance of this structural feature
that at least in part distinguishes RNA from DNA. Indeed,
it has been previously estimated that the 2′-hydroxy group
is involved in over one quarter of all RNA–protein hydro-
gen bonds (15) and has important functions such as aiding
RNA recognition (13,14). Nevertheless, many edges can be
involved in RNA–protein binding, which highlights the crit-
ical role played by many sugar faces despite an overall pref-
erence for interactions with the C5′ side.

Regardless of whether an RNA nucleobase or ribose in-
teracts with a �-containing amino acid, the �-interaction
can impart significant stability to the RNA–protein com-
plex. Indeed, both types of interactions between neutral
nucleic acid and protein components can approach bind-
ing strengths of up to –40 (�–�) or –60 (sugar–�) kJ/mol.
Furthermore, when charged amino acid �-systems are con-
sidered, the interactions become even more stable, with
binding strengths up to –105 (�–�) or –135 (sugar–�)
kJ/mol. Since the binding strength of a canonical A:T
hydrogen-bonded pair is ∼–70 kJ/mol, it is clear that
nucleobase/ribose–amino acid �-interactions can provide
similar, and even greater, stability to RNA–protein com-
plexes as commonly accepted biologically-relevant nonco-
valent interactions.

Based on the abundance and strength of RNA–protein
�-interactions identified in the present work, it is not sur-
prising that such contacts have been proposed to play a
number of roles in RNA binding and processing. For exam-
ple, two conserved F residues of the human RNA-binding
motif protein 38 (RBM38) were shown to stack with two
Us in the 30 untranslated region (30UTR) of mRNAs cor-
responding to several cancer-related proteins (Supplemen-
tary Figure S14a). Notably, mutation of either F residue re-
sults in a >100-fold decrease in binding (63). Another ex-
ample is the use of �–� interactions with W to distinguish
between modified and unmodified RNA nucleobases dur-
ing the maternal-to-zygotic transition in early embryogene-
sis (64). Specifically, a W residue of the Y-box binding pro-
tein 1 (Ybx1) (65,66) has been determined to be integral in
the identification of epigenetically-modified bases that need
to be preserved during this process (Supplementary Figure
S14b).

Figure 8. Comparison of (A) the overall frequency of the number of nu-
cleic acid–protein �-interactions and (B) the ratio of �–� versus sugar–�
interactions for RNA (left) and DNA (right).

In addition to furthering our understanding of possible
functions of RNA–protein �-interactions in biology, the
present work paves the way to better understand new roles
of noncovalent interactions in proteins. As highlighted by
the example of modified PUF enzymes in the introduction
(25), an improved working knowledge of the ways amino
acids and nucleic acids can interact will permit the design
of proteins with specific functions, such as the regulation
of RNA sequences (67) and the controlled modification of
nucleic acids (68). Beyond interactions between canonical
amino acids and nucleosides, the greater insight into �–�
interactions obtained from this study can be applied to bet-
ter comprehend and develop ligands and drugs that bind
to nucleic acids and/or proteins (69,70). Furthermore, un-
derstanding the complex �-interactions that occur between
biomolecules can provide greater insight into the operation,
and possibly the design, of unique ligands for inorganic
complexes that can be used as catalysts and materials (71–
73).

RNA–protein �-interactions exhibit both key similarities and
differences compared to DNA–protein �-interactions

In direct complement to the biological importance of
RNA–protein interactions, a diverse array of proteins must
interact with DNA to replicate and preserve our genetic in-
formation. Indeed, DNA–protein complexes form as a criti-
cal part of DNA replication during cell growth and division,
epigenetic regulation and the repair of DNA damage arising
from exposure to many harmful agents in the environment.
Nevertheless, the interactions between proteins and each
nucleic acid type can be very different due to their unique
functions and structures. Indeed, the predominant double
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Table 1. Comparison of the relative abundance of nucleobase–amino acid pairings in RNA or DNA–protein �–� interactions found in nucleic acid–
protein complexes

RNAa DNAb

A U G C Total A T G C Total

W 2.0% 1.4% 1.6% 1.1% 6.1% 3.2% 3.6% 2.8% 1.7% 11.3%
H 3.3% 1.6% 2.7% 0.4% 8.0% 1.8% 2.4% 0.3% 4.4% 8.9%
F 9.3% 7.2% 6.6% 2.7% 25.8% 9.6% 10.2% 5.6% 7.6% 33.0%
Y 7.1% 6.6% 5.2% 2.2% 21.2% 2.6% 9.2% 5.4% 4.5% 21.7%
R 13.0% 7.8% 7.4% 5.6% 33.8% 6.0% 3.8% 6.9% 4.0% 20.7%
E 0.7% 0.8% 1.1% 0.4% 3.0% 0.3% 0.3% 0.0% 0.4% 1.0%
D 0.4% 0.2% 1.0% 0.4% 2.1% 0.9% 0.3% 2.1% 0.1% 3.4%
Total 35.9% 25.5% 25.6% 12.9% 24.4% 29.8% 23.1% 22.7%

aThe present work.
bReference (33) for W, H, R and Y and Reference (34) for R, E and D.

Table 2. Comparison of the relative abundance of sugar edge–amino acid pairings in RNA or DNA–protein sugar–� interactions found in nucleic acid–
protein complexes

RNAa DNAb

Single H lp 2′OH lp-H Bridged Face Total Single H lp lp-H Bridged Face Total

W 0.3% 0.2% 0.3% 0.2% 0.6% 1.7% 3.3% 0.7% 0.6% 0.5% 0.5% 3.7% 6.0%
H 3.8% 1.4% 1.3% 0.2% 2.4% 2.7% 11.8% 1.0% 0.9% 0.5% 0.7% 0.4% 3.5%
F 2.7% 0.6% 0.9% 0.2% 1.9% 5.0% 11.3% 2.7% 1.4% 0.5% 6.8% 5.4% 16.8%
Y 2.4% 1.7% 1.4% 0.2% 1.7% 5.4% 12.8% 5.8% 1.7% 0.1% 8.9% 11.2% 27.7%
R 10.6% 4.3% 8.5% 0.9% 8.8% 18.1% 51.2% 12.6% 7.3% 1.0% 5.9% 7.2% 34.0%
D/E 2.8% 0.9% 1.3% 0.5% 2.4% 1.9% 9.8% 2.5% 0.5% 0.0% 7.0% 2.1% 12.1%
Total 22.5% 9.1% 13.7% 2.0% 17.8% 34.8% 25.3% 12.3% 2.6% 29.8% 30.0%

aThe present work.
bReference (33) for W, H, R and Y and Reference (34) for R, E and D.

Table 3. Comparison of the stability of nucleobase–amino acid �–� interactions in RNA or DNA–protein complexes

RNAa DNAb

Range Most common Meanc Range Most common Meanc

W 19.8 to –38.3 –20 to –25 (22%) –16.8 ± 11.9 4.7 to –39.4 –20 to –25 (44%) –22.6 ± 6.0
H –3.3 to –33.0 –20 to –25 (31%) –19.2 ± 7.2 16.1 to –28.8 –20 to –25 (40%) –15.2 ± 8.5
F 7.4 to –27.3 –20 to –25 (26%) –14.5 ± 7.0 3.1 to –26.9 –5 to –10 (25%) –13.3 ± 6.5
Y 23.7 to –37.9 –20 to –25 (25%) –18.8 ± 8.6 –0.4 to –33.1 –15 to –20 (23%) –17.7 ± 6.9
E 12.0 to –21.9 –5 to –10 (30%) –10.2 ± 7.9 4.2 to –16.3 0 to –5 (50%) –6.1 ± 5.7

–15 to –20 (30%)
D 29.1 to –25.7 –10 to –15 (26%) –10.1 ± 11.5 8.7 to –40.1 –10 to –15 (28%) –15.5 ± 10.3
H+ 30.0 to –70.3 –40 to –45 (13%) –36.5 ± 19.2 39.9 to –49.6 –20 to –25 (19%) –17.1 ± 17.1
R 96.6 to –95.7 –25 to –30 (11%) –24.9 ± 24.8 34.6 to –96.5 0 to –5 (12%) –19.6 ± 24.9
E– 35.2 to –135.3 0 to 5 (26%) –26.8 ± 37.1 –5.4 to –95.5 –5 to –10 (20%) –33.5 ± 25.9

–25 to –30 (20%)
D– 5.8 to –93.0 0 to 5 (15%) –25.4 ± 34.7 36.2 to –87.5 30 to 35 (19%) –28.0 ± 43.3

aThe present work as determined using 6–31+G(d) to permit direct comparison, which yields comparable results to the 6–311++G(2df,2p) basis set
(Supplementary Table S5) and permits comparison to previous work on DNA interactions.
bReference (33) for W, H, R and Y and Reference (34) for R, E and D.
cAveraged over all nucleobases for a given amino acid.

helical structure adopted by DNA in which the nucleotides
interact through Watson-Crick hydrogen bonding changes
the availability of the nucleobases and the conformation of
the sugar–phosphate backbone for interactions with pro-
teins compared to the widely diverse structures adopted by
single-stranded RNA. It is therefore not surprising that key
differences between the recognition of RNA and DNA have
been reported (8–14). Furthermore, the distinguishing 2′-
hydroxy group of RNA expands the types of interactions
with proteins that are possible compared to DNA. Indeed,
the 2′-hydroxy group has been previously reported to par-

ticipate in one quarter of RNA–protein hydrogen bonds
(15) and the present work highlights that a significant per-
centage of all sugar–� interactions involve the 2′-hydroxy
group. Therefore, it is interesting to compare the abundance,
composition and strength of RNA and DNA–protein �-
interactions.

Previous work by our group has analyzed 672 crys-
tal structures of DNA–protein complexes published in the
PDB (34). In total, 1765 nucleobase or sugar–amino acid �-
interactions were identified and rigorously analyzed. Com-
parison of the previous DNA dataset with that compiled
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Table 4. Comparison of the stability (kJ/mol) of nucleic acid–protein sugar–� interactions in RNA or DNA–protein complexes

RNAa DNAb

Range Most common Meanc Range Most common Meanc

W –1.2 to –25.4 –15 to –20 (41%) –15.7 ± 6.2 –0.7 to –29.3 –20 to –25 (31%) –18.6 ± 7.2
H 16.5 to –46.6 –10 to –15 (26%) –12.6 ± 8.0 2.6 to –19.9 –5 to –10 (40%) –10.8 ± 3.9
F –0.8 to –19.4 –5 to –10 (47%) –8.9 ± 4.3 8.0 to –37.4 –10 to –15 (39%) –10.7 ± 5.0
Y 12.8 to –58.9 –10 to –15 (30%) –14.9 ± 10.9 5.2 to –16.1 –5 to –15 (72%) –6.4 ± 4.2
E 8.3 to –30.3 –10 to –15 (32%) –10.5 ± 7.4 58.7 to –23.1 –5 to –10 (67%) –4.1 ± 7.9
D –0.3 to –38.3 –5 to –10 (36%) –12.6 ± 8.4 5.2 to –68.2 –5 to –15 (22%) –25.3 ± 21.6
H+ 27.9 to –86.7 –25 to –20 (12%) –28.4 ± 23.8 95.1 to –75.1 –25 to –30 (11%) –22.8 ± 21.4
R 45.9 to –105.1 –40 to –35 (8%) –29.2 ± 26.5 –9.3 to –59.1 –15 to –20 (36%) –27.3 ± 13.2
E– 30.2 to –66.1 –5 to 0 (18%) –24.0 ± 22.1 37.2 to –89.5 –50 to –55 (23%) –37.1 ± 19.2
D– 30.2 to –91.5 –25 to –20 (24%) –13.0 ± 24.5 –0.7 to –29.3 –20 to –25 (31%) –18.6 ± 7.2

aThe present work as determined using 6–31+G(d) to permit direct comparison, which yields comparable results to the 6–311++G(2df,2p) basis set
(Supplementary Table S6) and permits comparison to previous work on DNA interactions.
bReference (33) for W, H, R and Y and Reference (34) for R, E and D.
cAveraged over all sugar edges for a given amino acid.

in the present work for RNA shows many general conclu-
sions hold across both sets of nucleic acid �-interactions, al-
though there are also some distinguishing differences. Over-
all, nucleic acid–protein complexes are highly likely to con-
tain �-interactions regardless of whether DNA or RNA
is involved. Although complexes involving DNA are more
likely to contain at least one �-interaction (79% of struc-
tures searched) compared to those with RNA (73%, Fig-
ure 8A), the RNA–protein complexes generally contain a
greater number of �-contacts. Specifically, when the ra-
tio of the number of interactions found to the number
of crystal structures searched is considered, DNA–protein
complexes contain on average 2.6 contacts/structure, while
RNA–protein complexes contain 4.8 contacts/structure.

Although both DNA and RNA–protein complexes in-
volve a significant number of nucleobase and sugar–
amino acid contacts, RNA more often forms interac-
tions with �–containing amino acids through a nucle-
obase than the sugar moiety compared to DNA (Fig-
ure 8B). This correlates with structural differences be-
tween the nucleic acids, with the DNA double helix
forcing many contacts with proteins through the phos-
phate backbone, while the single-stranded form of RNA
making the nucleobase more readily available for �-
interactions. Indeed, proteins often interact with RNA nu-
cleobases in structural domains containing loops, kinks or
bulges (9,10,13).

All four canonical DNA or RNA nucleobases are in-
volved in �–� interactions with both cyclic and acyclic �–
containing amino acids (Table 1). Nevertheless, although
the composition is relatively equally distributed among the
four DNA nucleobases, A interactions are greater than aver-
age and C interactions less than average for RNA. Further-
more, more RNA–protein �–� interactions involve acyclic
protein residues (39%) than the DNA–protein counterparts
(25%). Among the ring-containing amino acids, F and Y
contacts dominate for both RNA and DNA, comprising
46–54% of the total �–� contacts. Similarly, acyclic amino
acids are more prevalent in RNA sugar–� interactions
(61%) than DNA sugar–� contacts (46%, Table 2). Addi-
tionally, although Y and F participate in a large number
of DNA sugar–� interactions (45%), Y, F and H sugar–�
contacts are more equally distributed for RNA (∼11–12%

each). Despite interactions involving one, two or three sugar
hydrogen atoms being the most populated sugar–� inter-
actions, the number is reduced for RNA (76%) compared
to DNA (85%). This difference at least in part arises due
to the additional 2′-hydroxy group in RNA, which is in-
volved in a significant portion of all RNA–protein sugar–�
contacts.

The strengths of the DNA/RNA–protein intramolecular
forces span a wide range of stabilities regardless of the nu-
cleic acid component or amino acid side chain involved (Ta-
bles 3 and 4). There is no clear correlation between the sta-
bility of the interactions and the relative population of dif-
ferent DNA/RNA–protein pairings in nature. The RNA–
protein �–� and sugar–� interactions generally access a
wider range of binding strengths compared to the corre-
sponding type of DNA contact. Indeed, the strongest �–
� and sugar–� interactions for RNA are ∼40–45 kJ/mol
more stable than the corresponding DNA contact. Nev-
ertheless, the mean interaction energies for a given RNA
and DNA interaction type are generally within 5 kJ/mol.
On the other hand, �-interactions involving a cationic side
chain are on average consistently stronger for RNA than
DNA (by up to 20 kJ/mol), while contacts involving an an-
ionic side chain are weaker for RNA than DNA (by up to
13 kJ/mol).

The differences in the stabilities of individual �-
interactions for RNA and DNA is reflected in the pre-
ferred relative monomer orientations for each type of
contact (Supplementary Figures S10–S11). This variation
arises at least in part due to the enhanced flexibility of
single-stranded RNA. Indeed, the major difference in the
nucleobase–amino acid �–� interactions between RNA
and DNA is the dimer geometry, as well as slight varia-
tions arising from C–H···� interactions associated with the
methyl group of T in DNA. Although the sugar–� inter-
actions are also highly similar for RNA and DNA, the 2′–
OH in RNA can introduce new and influence the strength
of these contacts. Regardless, the �-interactions between
different nucleic acid and protein components are over-
all extremely stable for both RNA and DNA, which fur-
ther emphasizes the importance of such noncovalent in-
teractions for the structure and function of biomolecular
complexes.
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López-Sandoval,H., Villaseñor-Granados,T.O., Flores-Parra,A.,
Altmann,P.J. and Barba-Behrens,N. (2018) Lone pair···� interactions
on the stabilization of intra and intermolecular arrangements of
coordination compounds with 2-methyl imidazole and benzimidazole
derivatives. J. Coord. Chem., 71, 1935–1958.

72. Tocana,E., Siminel,A. and Croitor,L. (2017) Synthesis and crystal
structures of luminescent mononuclear Ni(II) and Cd(II) complexes
with 1,10-phenanthroline. Chem. J. Mold., 12, 102–108.

73. Janiak,C. (2000) A critical account on �–� stacking in metal
complexes with aromatic nitrogen-containing ligands. J. Chem. Soc.,
Dalton Trans., 21, 3885–3896.


