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ABSTRACT: Herein, we propose a novel computational protocol
that enables calculating free energies with improved accuracy by
combining the best available techniques for enthalpy and entropy
calculation. While the entropy is described by enhanced sampling
molecular dynamics techniques, the energy is calculated using ab
initio methods. We apply the method to assess the stability of
isobutene adsorption intermediates in the zeolite H-SSZ-13, a
prototypical problem that is computationally extremely challenging
in terms of calculating enthalpy and entropy. We find that at typical
operating conditions for zeolite catalysis (400 °C), the physisorbed
π-complex, and not the tertiary carbenium ion as often reported, is
the most stable intermediate. This method paves the way for
sampling-based techniques to calculate the accurate free energies in
a broad range of chemistry-related disciplines, thus presenting a big step forward toward predictive modeling.
KEYWORDS: molecular dynamics, electronic structure, zeolites, free energies, heterogeneous catalysis, H-ZSM-5

■ INTRODUCTION
The widespread use of heterogeneous catalysts forms the
backbone of the chemical industry and in particular acidic
zeolites, catalyzing a wide variety of conversions, are thought to
play an important role in future bio-refineries and CO2
utilization processes.1,2 The knowledge-based design and
optimization of these materials rely on an in-depth under-
standing of the associated reaction mechanisms on the atomic
scale.3−5 Quantum chemical calculations are routinely used to
study such mechanisms and to obtain reaction energies and
barriers.3−6 The central quantity for the prediction of chemical
reactivity through equilibrium and rate constants is the change
in Gibbs free energies, ΔG

=G H T S (1)

That depends on the change in enthalpy (ΔH) and entropy
(ΔS) along a reaction coordinate. Here “Δ” is used to refer the
thermodynamic potentials to a reference state, for example, the
reactants of a reaction. Besides the properties of the involved
system, ΔG generally depends on the temperature and the
concentrations or pressures of involved species. To achieve the
quantitative predictive modeling, highly accurate free energies,
that is with an accuracy of 5−10 kJ/mol, are required. Enthalpies
and entropies are most commonly computed using the
harmonic approximation to the potential energy surface (PES)
around stationary points determined with density functional
theory (DFT) calculations. Errors in computed enthalpies are
mainly due to inaccuracies in electronic energies obtained with

available, approximate density functionals,7,8 while errors in
computed entropies are associated with the treatment of the
thermal motion of the nuclei, where the harmonic approx-
imation fails to describe flat PESs and highly mobile adsorbates.9

Since the entropic contribution to ΔS is multiplied by the
temperature, entropic errors become generally more severe with
increasing temperature as, for example, relevant for many
heterogeneously catalyzed processes.
A prominent example for the computational challenges in

zeolite catalysis is posed by the adsorption of isobutene on an
acid site with possible physisorption as a π-complex and
chemisorption, resulting in a carbenium ion, t-butoxide, or
isobutoxide (see Figure 1).10−12

There is an ongoing debate concerning the nature of alkene
adsorption intermediates in a zeolite environment. However,
precise knowledge of the most stable alkene adsorption state at
operating conditions is essential for meaningful modeling of
processes such as fluid catalytic cracking,3 methanol-to-hydro-
carbons,13 and CO2-to-hydrocarbons.

14 Due to the difficulty of
unraveling these issues experimentally,15−18 a number of
theoretical investigations have targeted this question;10,19−23
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however, no general consensus on the stability of the various
intermediates has been reached. The challenges of a theoretical
treatment of this problem are due to the erroneous description
of carbenium ions with common density functionals and the
inability to describe the loosely bound substrate with harmonic
potentials. For example, the widely used PBE functional is
known to systematically overestimate the stability of carbenium
ions by as much as 12−62 kJ/mol.10,24 Likewise, the harmonic
oscillator approximation that treats the motion of the nuclei as
localized vibrations largely underestimates the entropy of these
fragments as has been shown by extensive molecular dynamics
(MD) simulations.23,25 We therefore chose this example as it is
similarly challenging to compute accurate enthalpies and
entropies.

Systematic improvements to the PES accuracy, and thus
computed enthalpies, are possible through more accurate
functionals, such as hybrid functionals or wave functionmethods
such as MP2 and CCSD(T).7,8,24 However, due to their high
computational cost, higher-level methods are often only
applicable through single-point (SP) energy calculations.
Therefore, one first needs to determine the stationary points
on the PES using DFT calculations and apply thermal
corrections to compute the free energy at operating conditions
(Figure 2a, steps 1 and 2). Then, the enthalpy contribution to
the free energy is modified a posteriori by recomputing the
energy for the stationary point through SP MP2 or CCSD(T)
calculations (Figure 2a, step 3). For the latter, a hierarchical
cluster approach is commonly used8,24 that has been shown to
decrease the errors tremendously to 4−10 kJ/mol (near
chemical accuracy).26

On the other hand, there are no established approaches that
systematically improve the accuracy of the entropy contribution
using the harmonic approximation, although research in this
direction is ongoing,8,27−31 giving agreement as good as 5−10
kJ/mol in selected cases.8,29 Sampling large portions of the PES
at operating conditions with classical MD simulations (see
Figure 2b) yields more accurate entropies but dramatically
increases the computational cost relative to the harmonic
approach. Indeed, one typically needs to perform tens of
thousands of MD steps, each one requiring an expensive energy
gradient calculation. The accuracy of MD crucially depends on
the method used to calculate the energy and its gradient, where
directly using higher level methods such as MP2 or CCSD(T)
will be unfeasible for the foreseeable future. The free energy of a
given MD trajectory can be improved using free-energy
perturbation theory, which, however typically requires a
significant number of additional computationally demanding
calculations.32 Unfortunately, in contrast to the harmonic
approximation, there is no existing approach to a posteriori
improve the quality of the free energy from an MD simulation

Figure 1. (a) Schematic representation of the various possibilities of
isobutene adsorption on a zeolite Brønsted acid site. (b) Corresponding
optimized structures of each adsorption intermediate in zeolite H-SSZ-
13. Carbon atoms are shown in black, hydrogen atoms are shown in
white, the zeolite’s Al substitution is shown in purple, and its
surrounding oxygens are shown in red. The remainder of the zeolite
framework is displayed in gray.

Figure 2. Schematic depiction of protocols to calculate the accurate free energies with the harmonic oscillator (harm) approach and MD. (a)
Stationary points are located on the PES at 0 K (step 1), and thermal corrections are applied with the harmonic approximation to compute the free
energy at operating conditions with DFT [step 2, ΔG(harm/DFT)]. Then, SP energy calculations at high level of theory [CCSD(T)] improve the
accuracy of the free energy {step 3, ΔG[harm/CCSD(T)]}. (b) MD sampling with DFT of large portions of the PES directly yields the free energy at
operating conditions [steps 1 and 2, ΔG(MD/DFT)]. Constrained optimizations (CO) at the DFT level followed by SP energy calculations at the
CCSD(T) level yield more accurate free energies {ΔG[COMD/CCSD(T)]}.
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with one single calculation since each MD step depends on the
energy gradient of the previous step. It should be noted that a SP
correction can of course generally not capture the full free-
energy difference since it measures only the energy difference for
one specific structures.
Herein, we present a novel method to calculate highly

accurate free energies through a hybrid method which we call
Constrained Optimizations improved Molecular Dynamics
(COMD). The COMD method combines accurate enthalpies
at the CCSD(T) level of theory with entropies determined from
MD simulations according to the workflow shown in Figure 2b.
To the best of our knowledge, only few examples exist of highly
accurate MD-based free energies. Piccini and Parrinello recently
proposed a combination of low-level metadynamics with free-
energy perturbation at higher levels to achieve the accurate
quantum chemical free energies at an affordable cost; however,
the technique has not been demonstrated for complex reaction
environments like zeolite catalysis.33 Computational inves-
tigations of heterogeneous catalysts typically employ DFT
within the harmonic oscillator approximation. Efforts to go
beyond this largely use either DFT-MD or ab initio methods in
the harmonic oscillator approximation. Here, we show for the
first time for industrially relevant catalytic reactions that the
combination of DFT-MD and wave function methods is indeed
feasible, arriving at more accurate energies and entropies.

■ RESULTS AND DISCUSSION
We demonstrate the use of COMD in the case of isobutene
protonation within the acidic zeolite H-SSZ-13. First, the free-
energy profile at realistic operating conditions is computed with
enhanced sampling DFT-MD, in our case umbrella sampling
(US), yielding ΔG(MD/DFT) (gray curve in Figure 3) along a
parameter representing the reaction coordinate, the so called
collective variable (see inset in Figure 3). The second step
consists of improving the accuracy of the energy term in the

obtained free energy. For this task, cluster models of the zeolite
for the respective value of the reaction coordinate are generated,
and the electronic energy is then computed at the PBE-D3 and
CCSD(T) level. Since each MD trajectory consists of tens of
thousands of structures, it is not obvious how to select a
representative structure for the energy correction.
In our approach, we performed CO along the collective

variable to arrive at the minimum energy structure for each value
of the reaction coordinate. Using SP energy calculations at the
DFT and CCSD(T) levels gives the ΔE(CO/DFT) and
ΔE[CO/CCSD(T)] curves in Figure 3. The difference between
these two curves yields a one-dimensional correction term that
can be applied to correct DFT free-energy calculations to the
CCSD(T) accuracy level, finally yielding the blue ΔG[COMD/
CCSD(T)] curve in Figure 3. Note that the energy correction
only occurs along the degrees of freedom corresponding to the
reaction. From Figure 3, it becomes clear that the correction
term becomes significant for charged compounds, in line with
earlier work employing calculations at the MP2 level of
theory.24,26 In a similar fashion, as outlined in Figure 3,
COMD free-energy profiles can be constructed for all reaction
steps shown in Figure 1 (see Supporting Information Section
1.1). For a given value of the collective variable, the correction
does therefore not depend on temperature. This is because it
captures only the energy difference between the constrained
minima and not differences in the shape of the nearby PES. This
is expected to work best for the well-defined minima and for
cases where there is a clear and systematic chemical reason for
the correction. This is the case for the problem that we study,
where the organic structures are well-known and well-defined
and where it is furthermore known that the main error lies in the
formation of the carbocations.6,10,26,34 The approach outlined
here can therefore not be expected to work well, when the error
of the lower-level method is not mainly a function of the
collective variable but depends also strongly on other degrees of

Figure 3. Construction of the COMD free-energy profile for isobutene protonation in H-SSZ-13. Inset: selected collective variable for the π-complex
protonation reaction. Free-energy curves at 400 °C from DFT-MD [ΔG(MD/DFT), gray circles], electronic energies at the DFT level [ΔE(CO/
DFT), black x] and CCSD(T) level {ΔE[CO/CCSD(T)], red triangles} and COMD free energies at the CCSD(T) level at 400 °C {ΔG[COMD/
CCSD(T)], blue diamonds} for π-complex protonation. The legend in the top shows how the COMD free energies were approximated. All energies
are shown in kJ/mol. All DFT energies are computed with the PBE-D3 functional.
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freedom. It is important to note that in the final free-energy
profile, as in the underlying free-energy profile from DFT-MD,
the motion of nuclei is treated classically.
To allow making conclusions on the relative stability of the

isobutene adsorption intermediates in H-SSZ-13, Figure 4a
(Supporting Information Section 1.2) provides a full free-energy
profile at 400 °C. Next to the COMD free energies
{ΔG[COMD/CCSD(T)]}, also values calculated with the
traditional static approach applying the harmonic oscillator
approximation [ΔG(harm/DFT)] and with DFT-based MD
[ΔG(MD/DFT)] are shown. It becomes clear that the COMD
free-energy profiles are substantially different from the static and
dynamic DFT-based free energies, and the COMD results reveal
that at 400 °C, the π-complex is the most stable adsorption
intermediate, followed by the isobutoxide, carbenium ion, and t-
butoxide. π-Complex protonation and t-butoxide formation
require overcoming only moderate free-energy barriers, while
the barrier for isobutoxide formation is significantly higher. Note
that we chose the π-complex as the reference state for all
methods since it is the most stable structure, and referencing to
gas-phase isobutene is not straightforwardly possible with MD

simulations. This choice is somewhat arbitrary but slightly
affects the differences in the methodology observed for the other
states, as shown in Figure 4a.
Clearly, two factors can be distinguished. First, the effect of

sampling the PES through MD seems to be substantial, as
indicated by the green arrows in Figure 4a. Indeed, the largest
differences between the MD/DFT and harm/DFT results are
situated in the description of the carbenium ion. At 400 °C, the
carbenium ion is a loosely bound, relatively mobile substrate, as
evidenced in Figure 4b. The blue dots indicate the position of
the central carbon atom of the isobutene intermediate with
respect to the active site of the H-SSZ-13 zeolite throughout the
US simulations at 400 °C. As expected, the mobility of the t-
butoxide intermediate is very limited, as also indicated by the
narrow distribution of the Al-central carbon atom distance
(Figure 4c). The π-complex and carbenium ion are clearly more
mobile species, with the carbenium ion exhibiting the highest
mobility. This behavior cannot be fully captured with static
methods, advocating the need for a dynamical description. This
leads to an erroneous prediction of the relative stability at the
DFT level of the carbenium ion with respect to the π-complex in

Figure 4. Relative stability of isobutene adsorption intermediates in H-SSZ-13 (a) free-energy diagram for isobutene adsorption in H-SSZ-13 showing
the free energy at 400 °C calculated by the harmonic oscillator approximation [ΔG(harm/DFT), black], DFT-basedMD [ΔG(MD/DFT), gray], and
the COMD method {ΔG[COMD/CCSD(T)], blue}. The green and orange arrows indicate the deviations induced by PES sampling and PES
accuracy, respectively. (b) Snapshots of the US simulations of the t-butoxide, π-complex, and carbenium ions with blue dots, indicating the position of
the central carbon atom throughout the simulation at 400 °C (25−50 ps). (c) Histograms of the Al-central carbon atom distance (in Å) for the t-
butoxide, π-complex, and carbenium ions. (d) Free energy of the tertiary carbenium ion with respect to the π-complex at 400 °C with the various
applied methods. (e) Probability vs temperature computed with various methods for finding the π-complex (full lines) or carbenium ions (dotted
lines) as most stable adsorption intermediate. The red harm/CCSD(T) curve coincides with the blue COMD/CCSD(T) curve. All energies are
expressed in kJ/mol and referenced to the π-complex. All DFT energies are calculated with the PBE-D3 functional.

ACS Physical Chemistry Au pubs.acs.org/physchemau Article

https://doi.org/10.1021/acsphyschemau.2c00020
ACS Phys. Chem Au 2022, 2, 399−406

402

https://pubs.acs.org/doi/suppl/10.1021/acsphyschemau.2c00020/suppl_file/pg2c00020_si_001.pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.2c00020?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.2c00020?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.2c00020?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.2c00020?fig=fig4&ref=pdf
pubs.acs.org/physchemau?ref=pdf
https://doi.org/10.1021/acsphyschemau.2c00020?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


a wide temperature range. Second, the effect of increasing the
PES accuracy through applying accurate ab initio methods
seems to be even more substantial, as illustrated by the orange
arrows in Figure 4a. Comparing the COMD/CCSD(T) and
MD/DFT results shows that the major differences are obtained
for the phases of the reaction where charged moieties are
formed. Deviations range up to roughly 50 kJ/mol, values that
have been reported before for similar zeolite chemistry
problems.24,26 Note that efficient PES sampling and increasing
the PES accuracy have an opposite effect on the stability of the
carbenium ion with respect to the π-complex (Figure 4d),
underlining the risk of fortuitous error cancellation with certain
modeling approaches. Figure 4e shows the stability of the
isobutene π-complex (full lines) and carbenium ion (dotted
line) as a function of temperature. The temperature dependence
of the free energies from DFT was obtained through
interpolation of free energies obtained withMD runs at different
temperatures (see the Supporting Information). Only at the
MD/DFT level, a shift in most stable adsorption intermediate
can be observed. From the most accurate free energies at the
COMD/CCSD(T) level, it can be concluded that in the 50−
500 °C temperature range, the π-complex is always the most
stable intermediate. Our findings are in line with the recent
report of Sauer and co-workers, in which estimations of the free
energy of isobutene adsorption intermediates at high temper-
ature in zeolite H-FER were made.34 By combining static free
energies computed with wavefunction-based methods with
DFT-MD free energies reported by Cnudde et al.,23 the π-
complex was also found to be the most stable intermediate at
typical operating conditions for zeolite catalysis (see discussion
in Supporting Information Section 2).

■ CONCLUSIONS
The results in Figure 4a show that the errors of the enthalpy and
entropy introduced by DFT and the harmonic oscillator
approximation are of the same order of magnitude for reactions
containing loosely bound intermediates occurring at elevated
temperatures. This highlights the necessity to move beyond the
commonly available methods to compute enthalpies and
entropies in heterogeneous catalysis in the future. This quest
becomes urgently clear when considering that an error of 10 kJ/
mol associated with the transition state of reaction leads to an
error of approximately 1 order of magnitude of the
corresponding rate constant at a temperature of 250 °C. It is
important to note that the proposed correction scheme based on
a single CO per state can only work if the relevant structural
change between the states in question is contained in the
collective variable that describes the reaction coordinate. We
expect that this is the case for many chemical reactions occurring
along a well-defined reaction path, as described in the present
work. However, there are clear exceptions in other areas.
Examples include disordered systems, which occur in the
melting of silicon, where the state of liquid silicon cannot be
reasonably described by a single (temperature-independent)
structure. These cases require considering an ensemble, for
example, through free-energy perturbation theory,35 which is
also the most general approach to compute free-energy
differences using MD. The disadvantage of free-energy
perturbation theory is that one would need to compute many
snapshots with a high level of theory, whereas the COMD
method only needs one. This also means that one can do this at a
very high level of electronic structure theory [e.g., CCSD(T)].
Overall, the COMD method can therefore be viewed as an

approximation to free-energy perturbation theory, where,
instead of averaging over an ensemble of structures obtained
fromMD, only a single structure from aCO is considered. At the
stationary points (minima and transition states), the correction
is strictly identical to the SP approximation commonly applied in
static calculations. In terms of applicability, it has to be noted
that the COMD method can, like regular MD methods, only be
used to integrate the free-energy difference along closed reaction
paths. Therefore, the direct determination of adsorption free
energies is not simple, which is also an active field of
research.28,29,36,37 Additionally, quantum effects of nuclear
motion, in particular zero-point vibrational energies are not
included but are usually added when comparing two stationary
points. Challenges that have to be overcome before the COMD
method presented here can be commonly used in theoretical
heterogeneous catalysis encompass the high cost of MP2 or
CCSD(T) and DFT-MD calculations and the advancement of
MD-type methods that efficiently allow referencing free energies
to the gas phase state of guest molecules.29 Machine-learning
methods are becoming more popular and might be able to solve
some of the problems.38 While the presented hierarchical
approach and the use of MD are applicable for solid acid
catalysis, their employment in the field of transition-metal
catalysis is not straightforward yet. To this end, we will still be
relying on error estimation techniques39 and the fact that trends
are usually well described by DFT.40

■ METHOD SECTION

Structure Model of H-SSZ-13
A 50 ps NPT MD simulation at 400 °C and 1 bar has been
performed on the empty zeolite structure (details of MD
simulations are listed below). The initial structure containing 36
Si atoms was taken from the IZA zeolite database.41 One Al
substitution was included, and a charge-balancing proton was
added (see Supporting Information Section 3.1). The cell
parameters for all other simulations were obtained through
computing time-averaged values, resulting in a = 13.867 Å, b =
13.860 Å, c = 14.858 Å, α = 90.02°, β = 90.02°, and γ = 119.77°.
These cell parameters were used in all MD and static
calculations. Based on periodic structures, 46T cluster models
were cut (also see ref 24) to contain an entire pore, and
terminating, dangling Si−O bonds were replaced by Si−H
bonds with predefined Si−H distance (148.9 pm). We note that
the choice of both the size of the super cell and the associated Si/
Al ratio as well as the size of the cluster models is not unique. On
the cluster models, only SP calculations were performed. All
optimizations or MD simulations made use of the periodic
zeolite models.
Technical Aspects and Software Used
As shown in Figure 3, the free energy is obtained simply by
adding an energy correction evaluated on structures obtained
through CO to the free-energy profile obtained from MD
simulations. The different contributions required for DFT-MDs,
constrained minimizations, and ab initio calculations on cluster
models employ several different program packages. However,
largely, only standard functionality of these programs is
required. For DFT-MD, we employ CP2K, with US driven by
PLUMED. For CO with DFT, we employ VASP, using the ASE
interface. Lastly, for the SP energy calculations on cluster
models, we employ ORCA. With the exception of DLPNO-
CCSD(T) calculations with ORCA, we expect that all other
calculations can equally well be carried out with other DFT-
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programs. The choice of methodology and programs of course
influences the overall computation, which will in most cases be
dominated by the MD simulations, simply due to the number of
calculations. Of course, accurate ab initio calculations also
become increasingly expensive with system and basis set size.
We note that while we used cluster models to be able to apply
electronic structure methods such as DLPNO-CCDS(T) for
nonperiodic systems, it is expected that in the future such
methods may also become routinely available for periodic
systems, and currently RPA and MP calculations could be
performed in this way.42−44

Static Calculations

Periodic DFT calculations were performed using the atomic
simulation environment (ASE) and Vienna Ab Initio Simulation
Package (VASP 5.4.1) with the PBE functional.45−48 To account
for attractive London dispersion interactions, Grimme’s D3
corrections were added.49 During the calculations, the projector
augmented wave method was used.50,51 A plane-wave cutoff of
400 eV was adopted, and the self-consistent field convergence
criterion was set to 10−8 eV. The Brillouin zone sampling was
restricted to the Γ-point. For the normal mode analysis, the
guest molecules and a small part of the zeolite framework (the
involved oxygen atom, and the adjacent Al and Si atoms) were
allowed to vibrate, as described in ref 24. All transition states
have been verified to contain an imaginary harmonic frequency
corresponding to the transition vector of the reaction.
SP energy calculations on clustermodels were carried out with

ORCA for the DLPNO-CCSD(T)/def2-TZVPP results based
on structures obtained from CO. SP PBE-D3 calculations were
carried out with CP2K. We have also tested a protocol, where
cluster models are generated directly from snapshots of the MD.
The energy correction is then obtained by averaging over
multiple snapshots. DLPNO-MP2/def2-TZVPP calculations
were employed in this case due to high computational cost
required for calculating on the order of 1000 SPs. It has
previously been shown that MP2 calculations are in good
agreement with CCSD(T) for acidic zeolites,7 and MP2 is
therefore sufficient to study the convergence behavior.
Computing the energy correction directly from the MD
trajectory is generally more challenging due to the framework
vibrations that lead to large variations in the energies. However,
when selecting a sufficient number of snapshots (>50), we find
that the mean energy correction is in excellent agreement
(deviation ≈ 5−10 kJ/mol), with the computationally much
more efficient CO approach outlined above that only requires a
single cluster correction (see Supporting Information Section
1.1.1). The approach of computing the energy correction by
averaging over snapshots from the trajectory can also be
understood as a first-order approximation to free-energy
perturbation theory.
Molecular Dynamics Simulations

MD simulations were carried out with the CP2K simulation
package (version 5.1)52,53 using DFT with a combination of
Gaussian and plane-wave basis sets.54,55 For the MD
simulations, the PBE-D3 functional56 with a TZVP-GTH basis
set and pseudopotentials were selected.57 To obtain the cell
parameters, an initial NPT simulation of the empty zeolite lattice
was performed (vide infra). All other MD-based simulations
were performed in the NVT ensemble at 50, 300, 400, and 500
°C. The temperature and pressure (if applicable) were
controlled via a chain of 5 Nose-́Hoover thermostats and an

MTK barostat, respectively.58,59 An integration time step of 0.5
fs was applied.
During 140 ps regular MD simulations at high temperature,

only very few protonation reactions could be sampled
(Supporting Information Section 3.2). To obtain the sufficient
sampling of the reactions, as shown in Figure 1, US was used.60

All US simulations have been performed with CP2K version
5.1 as MD engine, interfaced with the PLUMED module
(version 2.4.0)61 with the same settings as for the regular MD
simulations. All umbrellas were sampled for 10 ps with a time
integration step of 0.5 fs. With this technique, the phase space is
subdivided into a number of windows along a chosen collective
variable that represents the reaction coordinate. For each
window, a separate restrained MD simulation is performed by
constructing a bias potential (umbrella). The definition of the
collective variables is displayed in Supporting Information
Section 1.1. The initial configuration for each window is
generated with a moving bias potential simulation, describing
the entire collective variable range of the reaction. In each
window, the applied quadratic bias potential centered around
value q0 has the following shape

=U q q q( )
2

( )b 0
2

(2)

The number of windows and the value of the respective κ
values are tuned to ensure sufficient overlap between
neighboring windows. An overview of the used collective
variables, the umbrella positions, and bias strengths in the US
simulations can be found in Supporting Information Section 3.3.
From the US, the free-energy profiles are reconstructed by using
the umbrella integration methods with the code developed by
the Kas̈tner group.62,63 This method has several advantages over
the commonly applied WHAM method as it significantly
reduces the statistical error. In the limit of a strong bias, the
method is equivalent to thermodynamic integration. The
umbrella integration method also yields an estimate of the
statistical error made, as described in ref 63. The statistical error
bars on all reported free energy values from US simulations are
smaller than 5 kJ/mol (see Section 1.2 of Supporting
Information). The free-energy profiles were reconstructed
using 50 bins divided over the range of the collective variables
as specified below. The first 1000 frames of the sampling in each
umbrella were skipped in analysis. The umbrella integration
code automatically computes the location of extrema in the free-
energy profile. Due to limited sampling, it often occurred that
several minima with nearly equal free energies could be localized
in reactant or product states. In that case, the minimum
corresponding to the lowest free energy was chosen to calculate
free-energy barriers and reaction free energies. As sampling is
performed in the NVT ensemble, the obtained free energies are
formally Helmholtz instead of Gibbs free energies. However, the
difference between Gibbs and Helmholtz free energy is usually
very small in crystalline materials such as zeolites. In catalysis, it
is more common to describe chemical transformations based on
Gibbs free energies, and therefore, we denote free energies as
Gibbs free energies in this work.
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