
Heliyon 10 (2024) e31604

Available online 21 May 2024
2405-8440/© 2024 The Author. Published by Elsevier Ltd. This is an open access article under the CC BY-NC license
(http://creativecommons.org/licenses/by-nc/4.0/).

Research article 

Predicting stock price of construction companies using weighted 
ensemble learning 

Xinyuan Song 
Department of Statistics and Data Science, National University of Singapore, Lower Kent Ridge Road, 119077, Singapore   

A R T I C L E  I N F O   

Keywords: 
Ensemble learning 
Forecasting stock price of construction 
companies 
Artificial Intelligence 
Machine Learning 

A B S T R A C T   

Modeling the behavior of stock price data has always been one of the challenging applications of 
Artificial Intelligence (AI) and Machine Learning (ML) due to its high complexity and dependence 
on various conditions. Recent studies show that this will be difficult to do with just one learning 
model. The problem can be more complex for companies in the construction sector, due to the 
dependency of their behavior on more conditions. This study aims to provide a hybrid model for 
improving the accuracy of prediction for the stock price index of companies in the construction 
section. The contribution of this paper can be considered as follows: First, a combination of 
several prediction models is used to predict stock prices so that learning models can cover each 
other’s errors. In this research, an ensemble model based on Artificial Neural Network (ANN), 
Gaussian Process Regression (GPR), and Classification and Regression Tree (CART) is presented 
for predicting the stock price index. Second, the optimization technique is used to determine the 
effect of each learning model on the prediction result. For this purpose, first, all three mentioned 
algorithms process the data simultaneously and perform the prediction operation. Then, using the 
Cuckoo Search (CS) algorithm, the output weight of each algorithm is determined as a coefficient. 
Finally, using the ensemble technique, these results are combined and the final output is 
generated through weighted averaging on optimal coefficients. The proposed system was 
implemented, and its efficiency was evaluated by real stock data of construction companies. The 
results showed that using CS optimization in the proposed ensemble system is highly effective in 
reducing prediction error. According to the results, the proposed system can predict the price 
index with an average accuracy of 96.6 %, which shows a reduction of at least 2.4 % in prediction 
error compared to the previous methods. Comparing the evaluation results of the proposed sys
tem with similar algorithms indicates that our model is more accurate and can be useful for 
predicting the stock price index in real-world scenarios.   

1. Introduction 

Investing in the stock market can be considered as one of the most important parts of the economy in each country, and most of the 
capital around the world is traded through stock markets. There is no doubt that the economy of any country is strongly affected by the 
performance of its stock market [1]. During recent years, the financial markets around the world have faced significant fluctuations 
and uncertainties, so the existing uncertainty about the return on investments has worried many financial analysts and investors [2]. 
As investors point out, uncertainty is considered as the most important factor in determining the actual price of financial assets [3,4]. A 
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large number of studies have been done about stock value forecasting using machine learning approaches; because providing a proper 
approximation of the price of a stock for subsequent years is very important. This issue is of higher importance for companies in the 
construction sector. Because, the high dependence of the asset value of these companies on various economic and political conditions 
causes the instability of their stock prices (especially in crisis conditions), which can lead to more concerns for investors. In addition, 
the activity pattern of construction companies in the stock market can be considered as a highly influential factor in the growth rate of 
developing countries, and for this reason, modeling their functional pattern can be effective in more accurate planning of governments. 

Studying and analyzing the construction company’s profitability data can be effective in the prediction of its stock price, but it may 
not lead to an efficient approach. On the other hand, simple regression methods cannot determine the amount of profitability [5]. 
Therefore, this paper presents an ensemble method for the prediction of the stock price index in construction companies. Studies on the 
application of ensemble learning for predicting stock prices are not rich enough. 

The contribution of this paper is twofold:  

• First, a combination of several ensemble learning-based prediction models is used to predict stock price, so that learning models can 
cover each other’s error. To this aim, the proposed system uses a set of prediction models including Artificial Neural Network 
(ANN), Gaussian Process Regression (GPR), and Classification and Regression Tree (CART) to improve the prediction accuracy.  

• Second, the optimization technique is used to determine the effect of each learning model on the prediction result. For this purpose, 
the proposed approach uses Cuckoo Search (CS) optimization to rank the prediction algorithms. This optimization algorithm, by 
assigning a weight value to each learning model, determines how effective the prediction result of that model is in determining the 
final output. 

Based on our studies, both of these cases have not been addressed in previous research and they can be considered as innovative 
aspects of this research. The continuation of this paper is organized as follows: Related works are reviewed in section two, and the 
proposed approach is described in section three. The implementation results are presented in the fourth section, and the findings are 
discussed in the fifth section. 

2. Related works 

Predicting the future price of a financial asset is essential for investors, as they can reduce the risk of a decision by properly 
determining the future movement of an investment asset. Given the history of stock price changes, predicting its next movement has 
always been a challenge. These approaches include discovering the appropriate pattern of market data and providing an optimal 
mechanism for investment decisions [6]. Analysis and forecasting in the stock market have been studied using various methods such as 
machine learning and text analysis. 

Bollen et al. [7], used the combination of machine learning techniques and news analysis in Twitter data to predict stock prices. 
Chang et al. [8], have developed Organizational Sustainability Modeling (OSM) that can quickly process a large amount of financial 
data. Ariyo et al. [9], presented an Auto-Regressive Integrated Moving Average (ARIMA)-based stock value prediction system and 
tested their system with data from the New York and the Nigeria Stock Exchange. They concluded that the ARIMA model has sig
nificant potential for short-term prediction of stock price. Although these econometric models are suitable for describing and eval
uating the relationships between variables with statistical inference, they have limitations in analyzing the time series of financial data. 

Lendasse et al. [10], proposed a stock index prediction system based on an ANN with a Radial Basis Function (RBF). It was shown 
that this system could record nonlinear relationships in financial time series data. Henrique et al. [11], used a Support Vector 
Regression (SVR) model to predict the movement of stock price data. The time series used in this model provides the ability to predict 
at intervals of one day to 1 min, which distinguishes this research from previous solutions. 

In recent years, the application of deep learning models to predict the stock price in the market has received more attention. For 
example, the study conducted by Selvin et al. [12], examines three different deep learning models: Long Short-Term Memory (LSTM), 
Recurrent Neural Network (RNN), and Convolutional Neural Network (CNN) to predict the short-term value of stock price. This study 
reports the superiority of deep learning techniques over other learning techniques. The method presented by Yu and Yan [13] also uses 
a deep learning model based on Phase Space Reconstruction (PSR) and LSTM network for short-term prediction of companies’ stock 
prices. Mehtab and Sen [14], evaluated the application of different regression techniques to predict the companies’ stock prices at 
weekly intervals. This research shows that CNN can achieve higher accuracy in predicting stock prices. Nikou et al. [15] have eval
uated the efficiency of deep learning techniques in comparison with other machine learning techniques. This research shows that some 
learning models such as ANNs and decision trees have a performance close to deep learning techniques. 

Lotfi et al. [16], considered a closed-loop supply chain by taking into account sustainability, resilience, robustness, and risk 
aversion. The authors have suggested a two-stage Mixed-Integer Linear Programming (MILP) model for the problem and the coun
terpart model is used to handle uncertainties. Lotfi et al. [17], have focused on the problem of sustainable development and inves
tigated the time-cost-quality-energy-environment problem in executing construction projects using a robust approach. The authors 
have tried to take into account the sustainability pillars in scheduling projects and uncertainties in modeling them. They have applied a 
robust Non-Linear Programming (NLP) approach to model the study problem which uses cost, quality, energy, and pollution level as 
objectives. Lotfi et al. [18], proposed a robust, resilient, risk-aware, and sustainable closed-loop supply chain network model that is 
resistant to demand fluctuation like the COVID-19 pandemic. This study uses a two-stage robust stochastic multi-objective pro
gramming model to formulate the problem. This model uses objectives such as CO2 emissions, costs, and energy consumption. 

Optimization is a useful technique for solving a wide range of real-world problems. Many researchers have considered optimization 
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techniques as an approach to solving NP-Hard problems. Tirkolaee et al. [19], have modeled the task of designing a sustainable 
closed-loop supply chain network for face masks as a multi-objective optimization problem and two algorithms of Non-Dominated 
Sorting Genetic Algorithm II (NSGA-II) and Multi-Objective Grey Wolf Optimization (MOGWO) have been implemented for solving 
the problem. Goli and Mohammadi [20], have proposed an intelligent method for evaluating the performance of supply chains, which 
can be divided into several minor methods such as hybrid Shapley value path analysis, balanced scorecard, and Multimoora method. 

A unique risk assessment technique was presented by Lou et al. [21] in the context of carbon trading. The system forecasts financial 
hazards by utilizing deep learning. They employed a dual-pronged approach. They started by looking into the dynamic risk influence 
on both national and global carbon markets. They used a state-of-the-art time-varying methodology to estimate this risk variation. 
Subsequently, a deep neural network was shown to facilitate the prediction of risk in finance and intelligent decision-making. Ali
naghian et al. [22], have introduced an Harmony Search (HS)-based model to optimally allocate and route temporary health centers at 
the time of crisis. This research introduces an improved version of the HS algorithm, which demonstrates an improvement compared to 
the classic HS algorithm. Liu et al. [23] undertook a study aimed at addressing the drawbacks of conventional forecasting techniques 
for time series data, specifically their incapacity to manage non-stationary and non-linear data. Their hybrid approach used statistical 
methods, a LSTNet, and deep learning. In order to improve forecast accuracy, this model uses a Particle Swarm Optimization (PSO) 
algorithm to adjust its parameters. 

A novel method for network topology based on the STVAR (Smooth Transition Vector Auto Regression) model was presented by 
Zhang et al. [24]. Their goal was to identify how market conditions asymmetrically affect multi-scale systemic risk spillovers in 
commodity markets. According to their research, low-frequency systemic risk spillovers are amplified by bearish market conditions, 
whereas high-frequency systemic risk spillovers are more strongly impacted by bullish markets. In the research by Goli et al. [25], the 
combination of machine learning and meta-heuristic algorithms for predicting future demand for dairy products has been investigated. 
Jafarian-Namin et al. [26] and Mostafaeipour et al. [27], have evaluated the efficiency of hybrid algorithms in predicting wind speed. 
In this research, the combination of ANN with several optimization algorithms has been examined. The results indicate that optimizing 
the learning models can be effective in improving the predicting performance. Related works are summarized in Table 1. 

Despite numerous researches in predicting stock price, the study of methods based on ensemble learning has received less attention; 
however, it has been theoretically proven that the use of ensemble models improves the performance of learning models compared to 
the case where these techniques are used individually (see Table 2). Accordingly, in this study, the application of ensemble technique 
in the analysis of stock data is studied and an efficient solution to predict stock price based on weighted ensemble learning will be 
presented. 

2.1. CS optimization 

CS is a search strategy that compared to its previous optimization techniques, has several benefits such as simplicity of operations 
and fast convergence. The cuckoo search mechanism starts by defining random values for each optimization variable and then using an 
iterative approach to improve them. The CS algorithm follows three basic rules:  

1. Each time an egg is placed in a nest by cuckoo agents, randomly.  
2. At the end of each cycle, the best nests, containing eggs with the best fitness are saved and transferred to the next cycle. This means 

that the most suitable solutions will be present in the next iterations.  
3. In each iteration, there are a certain number of available nests, and Pa ∈ (0,1) is the probability of finding an alien egg by the host. 

Table 1 
Summary of the studied research.  

Reference Year Research method Advantage(s) Disadvantage(s) 

[7] 2011 stock price prediction by news analysis 
on Twitter 

using high-level and real-world features for prediction high complexity and difficult to 
implement 

[9] 2014 ARIMA-based stock value prediction fully describing the relationships between variables 
with statistical inference 

limitations in analyzing the time 
series of financial data 

[10] 2000 stock index prediction system based on 
RBF ANN 

useable for long-term and short-term predictions high error rate, high 
computational complexity 

[11] 2018 predicting the movement of stock price 
data by SVR 

useable for short-term to mid-term predictions probability of using unrelated 
features for prediction 

[12] 2017 predict the short-term value of stock 
price by LSTM, RNN, and CNN 

high prediction accuracy limited to short-term predictions, 
high computational complexity 

[13] 2020 short-term stock price prediction by 
PSR and LSTM 

high prediction accuracy high computational complexity, 
limited experiments 

[14] 2020 weekly prediction of stock price by CNN covering short-term to mid-term prediction scenarios using a large set of features which 
makes it hard to implement 

[15] 2020 comparing the performance of ML and 
DL methods in prediction 

considering a large number of methods in comparison high error rate due to limitations 
on used feature 

Proposed 
Method 

2024 predicting the stock price of 
construction companies by weighted 
ensemble learning 

high prediction accuracy, determining the effect of 
learners in ensemble model according to their 
performance dynamically 

higher computation time during 
the training phase  
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The pseudo-code of CS is presented in the following [28]:  
Algorithm 1: CS algorithm  

1 Define the fitness evaluation function as f (x) = (x1,…,xd).  
2 Initialize the population of n nests, and place K random eggs (solutions) in each one.  
3 While (t < T) repeat this step:  

3-1 Use the Levy algorithm to choose a random cuckoo such as i.  
3-2 Calculate the fitness of the chosen cuckoo (using f).  
3-3 Select a nest such as j, randomly.  
3-4 If solutions of j dominate i, then replace i with the solutions in j.  
3-5 Find a ratio of Pa nests with worst fitness and replace them.  
3-6 Store the fittest solutions for the next cycle.  
3-7 Update the counter of algorithm iterations (t).  

4 End while.  

The CS algorithm starts with generating a population of random solutions (known as eggs) for the nests. Then, an iterative approach 
is used to improve the population. During each cycle, a cuckoo is selected by the Levy flight algorithm, and its fitness is evaluated. Then 
a random nest (solution set) is selected and compared with the first choice. If members of the second chosen nest dominate the first 
selection, then the members of the defeated solution set are replaced by the winner. In the next step, a fraction of Pa nests with the 
worst fitness is abandoned, and a new set of random solutions are replacing them. The best set of solutions is maintained and 
transferred to the next cycle. These steps are repeated for a predetermined number of iterations (T) [28]. In the method proposed in this 
paper, the cuckoo search algorithm is used to determine the optimal weight values of the learning models. In the following, we will 
describe how it works. 

3. Proposed method 

This section is dedicated to describing the proposed system for predicting the stock price of construction companies using weighted 
ensemble learning, in detail. The overall structure of ML-based stock price prediction systems consists of data preparation, training, 
and forecasting steps. The proposed method, using the ensemble learning technique, follows this structure in addition to an optimi
zation step that tries to determine the optimal weight of ensemble learners. By weighting the output of the learning models, the effect 
coefficient of each model can be determined according to its training performance, which leads to increasing the overall accuracy of 
the ensemble system. For this reason, the optimization step is considered as an effective phase for increasing the prediction accuracy of 
the proposed method. Accordingly, the proposed system performs the prediction through the following steps:  

1. Preparation of data by describing the time-based stock price series.  
2. Training the learners in the proposed ensemble model using training samples. The proposed ensemble model includes three 

learners:  
• ANN.  
• GPR.  
• CART.  

1. Weighting the learners of the ensemble model based on the quality of training and using the cuckoo search algorithm.  
2. Determining the output of the proposed system by weighted averaging of the three algorithms used. 

The prediction process using the proposed system is illustrated as a diagram in Figure (1). Also, the notations used in this paper are 
listed in Table (2). 

Table 2 
The notations used in this paper.  

Symbol Description 

a The weight value of ANN in a weighted ensemble system 
b The weight value of CART in a weighted ensemble system 
c The weight value of GPR in a weighted ensemble system 
s(i) The i th element in the time series of stock final prices 
t timeslot between each pair of elements in the sequence stock prices 
n sequence size of stock prices 
Cr(x,y) Correlation between two sequences of x and y 
μx Average of sequence x 
EMAx the moving average of x days 
Ngain Number of profitable days in a target period 
Nlost Number of unprofitable days in a target period 
Ac Average of final prices in construction section 
Sc Standard deviation of final prices in construction section 
i(t) The Gini index of attribute t 
p(w) The probability of occurring w in observations  
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In the proposed method, the modelling of the time-based stock price data is done using the stock price history records and technical 
analysis indicators such as Relative Strength Index (RSI) and Moving Average Convergence Divergence (MACD). This time-based data 
model is used as input to learning algorithms. It should be noted that the weighting of prediction algorithms is done only once and after 
the training operation. In the test phase of the proposed method, first, the output value of each prediction algorithm is calculated 
separately. Then, by combining these values, the final output is determined based on the calculated weights. If for an input sample such 
as i, the ANN outputs Wi, the CART produces the output value of Xi, and the GPR produces output Yi, and also, these algorithms are 
weighted as a, b, and c, respectively; then, the final output of the proposed method for each test sample is then calculated as follows: 

F=
a.Wi + b.Xi + c.Yi

a + b + c
(1) 

The above equation creates a linear combination of the output of the learning models and tries to minimize the prediction error by 
calculating a weighted average of the learner’s outputs. To achieve this goal, it is necessary to determine the optimal values for weights 
a, b, and c. In the proposed system, the CS optimization is used for determining the optimal values of these weights which will be 
described in Section 3-5. In the following, the computational steps of the proposed method are described in detail. 

3.1. Describing the time-based stock price series 

Today, the parameters of stock analysis systems are collected using technologies such as information networks and databases. 
These solutions can collect market price information at different time intervals. In the proposed method, the values of the final price of 
stocks will be used for prediction. Let’s define the time series of stock final prices as {s(1),s(2),…,s(N)}. Then, the following sequence 
can provide the input to understand the stock price in time-step k: 

S(k)= [s(k − n× t),…, s(k − t), s(k)] (2)  

Where, t refers to the timeslot between each pair of elements in the input sequence and n describes the sequence size. For example, if we 
choose n = 3 and t = 5, then the sequence of Equation (2) for time k will be described as S(k) = [s(k − 15),s(k − 10),s(k − 5),s(k)]. Thus, 
for modeling a stock value prediction system, in addition to the current stock price, the stock price at previous regular intervals should 
be contained in the input sequence. It should be noted that forecasting stock price may not lead to favorable results just by considering 
the history of price changes of that stock. That’s why the proposed system uses the following features to construct a stock price data 
model: 

Fig. 1. The diagram of the prediction process using the proposed method.  
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A) The correlation between the market and construction index 

Using these two features, we can describe the degree of concurrence of changes in the final price of the stock with the construction 
index and market index. For this purpose, the correlation between the market index/construction index and the final stock price in the 
last 14 days will be calculated using Equation (3) [29]: 

Cr =

∑14

i=1
(xi − μx)

(
yi − μy

)

13
(3)  

Where, xi indicates the final stock price on the i-th day and μx shows the average of final prices in the last 14 days. Yi also describes the 
value of the market index/construction index on the i-th day and μy is the average of the market index/construction index in the last 14 
days.  

B) Market index value 

For a stock that has a high correlation with the market index, knowing the current value of the market index can be effective in 
predicting the value of that stock. For this reason, the value of the market index in the last 7 days will be used as another descriptive 
feature in the proposed data model.  

C) Average and standard deviation of price in the construction section 

Companies in the construction sector often respond to political issues, news, and economic conditions, with a similar pattern. This 
situation is shown in Figures (2a) to (2o), which illustrates the final price of 15 companies in the construction section for 30 days. 

The information shown in Fig. 2 is related to the changes in the final stock price of construction companies during the Iran JCPOA 

Fig. 2. The final price of 15 companies in the construction section for 30 days: (a) KERMAN, (b) SSHAHED, (c) SNOSA, (d) SABAD, (e) SROOD, (f) 
SNOOR, (g) SGHARB, (h) SBEHSAZ, (i) KISTOON, (j) SOMID, (k) SSANA, (l) STAVIL, (m) WJEST, (n) SKAVIR, and (o) MELAL. 
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negotiation period (July 2022). As shown in this figure, most companies have similar reaction patterns to the news of negotiations and 
political conditions in the country. For this reason, using the characteristics of the standard deviation and average of the value of all 
construction companies in the recent period can be effective in predicting the future status of a company more accurately.  

D) MACD indicator 

This indicator can be calculated based on the moving average. To calculate this indicator, the long-term moving average (26-day 
moving average) is subtracted from the short-term moving average (13-day moving average) as follows [30]: 

M= EMA13– EMA26 (4)  

In Equation (4), EMAx represents the moving average of x days.  

E) RSI indicator 

This indicator is calculated by considering the average profit and average loss over 14 days [30]: 

R=100 −
100

1 + RS
RS =

Ngain

Nlost
(5)  

In Equation (5), Ngain indicates the profitable days in the target period. Also, Nlost indicates the number of unprofitable days in this 
period. 

Considering the above features, Equation (2) is rewritten to describe the stock price model as follows: 

S(k)= [Cr,Cc, Ir,Ac, Sc,M,R, s(k − n× t),…, s(k − t), s(k)] (6)  

Where, Cr and Cc represent the correlation with the market index and construction index, respectively. Ir, represent the value of the 
market index. Ac and Sc, refer to the Average and standard deviation of final prices in the construction section, respectively. M and R 
also represent the calculated values for the MACD and RSI indicators, respectively. The proposed stock price prediction model tries to 
provide an appropriate estimate of stock price at time k + 1 using the input s (k): 

p (k+ 1)= f (s (k)) (7)  

In the above equation, p describes the predicted value (final price) of the stock. The goal of the proposed system is to provide a suitable 
approximation for function (f) using the weighted ensemble learning approach. 

3.2. Prediction by ANN 

One of the algorithms used to predict the price of stocks is an ANN with two hidden layers. This neural network has 10 neurons in its 
first, and 7 in its second hidden layer. The transfer function of these layers is of type logarithmic sigmoid. The size of the input layer is 
determined by the count of input attributes of each sample in Equation (6) and also one neuron is placed in the output layer of this 
ANN. The proposed ANN structure is shown in Figure (3). 

The proposed ANN structure was trained using the Levenberg-Marquardt (LM) backpropagation algorithm. The LM algorithm 

Fig. 3. The structure of ANN to predict stock price in the proposed method.  
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trains ANN by minimizing the output absolute based on the Jacobean matrix. The training mechanism of this algorithm is fully 
described in Ref. [31]. Therefore, we will skip describing the computational details of this training algorithm. 

3.3. Prediction by CART 

This section presents a structure based on the CART to predict stock prices. The CART produces a decision tree that tries to predict 
or classify future observations. This method tries to reduce impurities in each category. A node is completely free of impurities when all 
the elements of a subset belong to a target category. In this tree, all divisions are in binary form; meaning that only two subgroups of 
each node will branch. The CART used the Gini index as a measure of impurity [32]: 

i(t)= 1 −
∑J

j=1
p2(j|t) (8)  

In Equation (8), p(j|t) is the estimated probability that t belongs to class j, and J specifies the number of classes. Suppose a branch 
divides the data t into child nodes on the left tL and on the right tR. Also, pL and pR are segments of t at nodes tL and tR, respectively. The 
CART creates a branch that can produce the maximum reduction in impurity (i(t) − pLi(tL) − pRi(tR)). It produces a sequence of sub- 
trees by producing a large tree instead of using stop laws, and then pruning the tree until only the root node remains. In the next step, 
cross-validation is used to estimate the classification cost of each sub-tree. Finally, a sub-tree with the lowest estimated cost is selected 
and the tree model is formed. 

3.4. Prediction by GPR 

The third model used for predicting stock price in the proposed system is the GPR, which is a Bayesian non-parametric approach for 
regression operations. GPR has several advantages; For example: it works well on small to medium-sized datasets and provides a 
degree of confidence in the estimated values in prediction [33]. 

Unlike many widely used supervised ML algorithms that try to learn the exact values of all parameters within a function, in 
Bayesian methods, the probability distributions of values in parameters is deduced. For example, in a linear function as y = wx+ e, 
The Bayesian method specifies the prior distribution of the w parameter and the displacement probabilities based on the observed 
samples using the Bayesian rule and is described as follows [33]: 

P(w|y,X)=
P(y|X,w)p(w)

p(y|X)
⇒ posterior = likelihood ×

prior
marginal likelihood

(9)  

In Equation (9), P(w|y,X) indicates the probability that the value of w, based on observations X, can provide an accurate estimate of the 
next y. This possibility is noted as posterior. Also, P(y|X,w) indicates the probability that w corresponds to previous observations of X 
and y (training data). This probability is noted as likelihood. Also, p(w) shows the probability of occurring w in previous observations or 
the same training samples. This probability is hereinafter referred to as the default probability. 

In Gaussian process regression, first, a default Gaussian process that can be determined by a covariance and mean function is 
considered. In particular, a Gaussian process is in the form of a multivariate, unlimited, Gaussian distribution, in which each set of data 
labels has a common Gaussian distribution. In this default Gaussian process, we can combine prior knowledge of function space by 
selecting mean and covariance functions. 

To estimate the target variable (posterior probability distribution), the test observation and data are conditioned. Given that a 
Gaussian process is selected as the distribution of the default probabilities, the distribution of the prediction variable can also be 
calculated and leads to a Gaussian distribution that is definable by the covariance and mean. 

3.5. Weighting of estimation algorithms by cuckoo search 

As mentioned earlier, after training the learning models, the optimal weight of each learning model is determined using CS 
optimization. The computational steps of this optimization algorithm were described in Section 2-1. In the proposed system, the same 
mechanism is used for optimizing the weight values of learning models. Therefore, considering these computational steps, we will 
describe the structure of the solution vector and the fitness function in this optimization algorithm. 

The purpose of the CS optimization in the proposed system is to determine the optimal weight values for the weights 〈a, b, c〉 of the 
learning models in Equation (1). The cuckoo search algorithm determines these values in the range of [0,1], in such a way that the 
learning models that have a higher error, will have a lower weight value; and the more accurate learning models will have a higher 
weight. With this explanation, the length of each solution in the optimization algorithm will be 3 and the search bound of all variables 
is equal to [0,1]. 

Fitness function is the key part of an optimization algorithm. A fitness function describes the optimality of a solution. As a result, 
using the fitness function, it can be determined which learning model output will have a higher value and which response found by the 
search algorithm is optimal. If the goal of the optimization algorithm is to determine the optimal weight for the output of each learning 
model, then a response vector is displayed as A = {a,b,c}, where a represents the weight for the ANN output, b refers to the weight 
specified for CART output and c represents the weight specified for the output of GPR model. The fitness of a solution in a cuckoo search 
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is calculated as Equation (10): 

fitness=
1

1 + RMSE
(10)  

where RMSE refers to the Root Mean Squared Error: 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
n

∑n

i=1

(

Oi −
a.Wi + b.Xi + c.Yi

a + b + c

)2
√
√
√
√ (11)  

In Equation (11), Oi refers to the real price of the stock. Also, Wi, Xi and Yi are the outputs estimated by each of the prediction al
gorithms in the proposed method and a, b, and c are the weight values for each of these prediction algorithms. 

Thus, the cuckoo search algorithm tries to optimize the weight parameters of the learning models using the described fitness 
function. After determining the optimal values for the weight vector of 〈a,b,c〉, Equation (1) is used for determining the stock price for 
new test samples. 

4. Results and discussion 

In this section, the results of implementing the proposed method and testing it on a real database will be presented. The MATLAB 
2020a software was used for the implementation of the proposed prediction system. In the following, after stating the specifications of 
the database used, we will discuss the implementation results. 

The database used in the experiments has been collected through the Tehran Stock Exchange database [34]. This database includes 
the stock value of 70 companies in the Tehran Stock Exchange. The stock price records stored in this database cover the period from 
December 2018 to June 2022. According to the purpose of the research, the data from 15 construction companies (which fully cover 
the target period) have been used in these tests. 

The database used contains 503 data records for each company. These records contain the stock price information of each company 
in the activity days of the Tehran Stock Exchange market. 

To ensure robust and generalizable performance evaluation, we adopted a rigorous data-splitting strategy combined with 10-fold 
cross-validation. The available construction stock price data was randomly shuffled to avoid potential biases due to data ordering. 
Then, the shuffled data was split into two main sets:  

• Training Set (90 %): This larger portion was used to train the individual models and the ensemble model itself.  
• Testing Set (10 %): This held-out set was unseen by the models during training and served solely for final performance evaluation. 

To further enhance the reliability of our evaluation, the training set was further divided into validation (20 %) and training (80 %) 
sets. By averaging the performance metrics across all 10 folds of cross-validation, we obtained a more robust and generalizable es
timate of the models’ and ensemble’s predictive accuracy on unseen data. 

Recognizing the inherent uncertainty associated with stock price predictions, we have implemented Confidence Intervals (CIs) to 
enhance the reliability of our proposed ensemble model. We employed the Bootstrap Resampling method to establish CIs around our 
stock price predictions. We repeatedly resampled the training data with replacement, creating numerous new training sets. Each set 
was used to train a new ensemble model, producing multiple predictions for the test data. The 2.5th and 97.5th percentiles of these 
predictions constituted the 95 % confidence interval. This approach accounts for sampling variability and provides an estimate of the 
range within which future predictions might fall. 

Figure (4) shows a chart of stock price changes for one of the companies in the database. 

Fig. 4. Chart of stock price changes for one of the companies in the database.  
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The proposed method performs the prediction operation based on a combination of the results of three different algorithms. One of 
the algorithms used in the proposed method is an ANN with two hidden layers and an LM training function. Figure (5a) compares the 
real and the predicted values by this ANN, for the stock price of the test samples. The results presented in Fig. (5a) indicate that the 
MAE of the used ANN for the Kerman data is 11.83. 

Figure (5b) compares the real and predicted stock price values by GPR for the price values of the test samples. These results show 
that the mean absolute error of GPR for the Kerman data is 17.99. The third prediction algorithm used in the proposed method is CART 
whose performance is depicted in Figure (5c). According to the results, the mean absolute error of the CART for the Kerman data is 
8.39. As the test results of the three estimation algorithms show, the CART has the lowest error the ANN is in the second place and 
finally, GPR produces the highest error. 

In the proposed approach, using the CS algorithm, the learning models were weighted and the impact of each algorithm on the final 
output was determined. Based on the results obtained; CART, ANN, and GPR are weighted as 0.915, 0.876, and 0.131, respectively. 
Thus, if for a test sample, the ANN produces output Xi, CART outputs Yi, and GPR produces output Zi, then the final output of the 
proposed method is calculated as 0.876×Xi+0.915×Yi+0.131×Zi

0.876+0.915+0.131 . Figure (5d) illustrates the actual and predicted values using the proposed 
method (weighted ensemble learning) for the stock price of the test samples. 

According to the results, the mean absolute error of the proposed method for the Kerman data is 5.18. Therefore, the proposed 
system can effectively reduce the prediction error using weighted ensemble learning. 

Fig. 6 compares the performance of the LM training function with the scaled conjugate gradient (SCG) method with back
propagation. Comparing the performance of LM with the SCG method during training and validation of ANN proves the superiority of 
the utilized algorithm in learning stock price patterns. According to these results, the LM training method led to lower errors both in the 
training and validation phases. 

Figure (7) compares the values of RMSE obtained by the proposed system, with the following prediction algorithms:  

• Conventional averaging: this method refers to the case that the prediction output of the proposed ensemble model is calculated 
using a conventional averaging scheme.  

• LSTM: in this case, the price prediction is performed using the LSTM model presented in Ref. [13].  
• Random Forest (RF): this method, refers to the case that predictions in performed using an RF learner consisting of 100 CART 

models.  
• Gradient Boosting Machine (GBM): In this case, the prediction of the stock price is done using the GBM model. 

It should be noted that these results refer to predicting the price of all 10 construction companies. It should be noted that the error 
rate criterion is calculated by dividing the output difference of the learning model (prediction error) by the real price of the stocks. 
Also, Fig. 8 illustrates the Mean Absolute Percentage Error (MAPE) values obtained from the prediction of stock price from the same 
instances. 

According to these results, the proposed system can effectively reduce the error rate in predicting the price of stocks. Fig. 9, il
lustrates the regression plot of the proposed method and other prediction models. In Figure (9a), the regression plot of the proposed 
method using weighted averaging is presented. Also, Figure (9b) demonstrate the resulting regression plot while conventional 
averaging method is used for predicting output of the ensemble model. Figures (9c) to (9e) represent the regression plots obtained by 
RF, GBM and LSTM, respectively. 

Fig. 5. Performance of (a) ANN, (b) CART, (c) GPR, and (d) proposed method in predicting the stock price of the Kerman data.  
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According to Fig. 9, the regression plot obtained from the prediction of the proposed system has a lower difference from the actual 
values and the slope of the regression line is closer to the value of 1 with a lower bias value, which indicates that the proposed system 
provides a more accurate prediction than the compared algorithms. On the other hand, in Fig. 10, the error histogram plot of the 
proposed ensemble model is compared with its constructing learning components. Figure (10a) the error histogram plot of the pro
posed ensemble model is presented. Also, Figures (10b), (10c), and (10d) show the error histograms of each learning model 

Fig. 6. Comparing the performance of LM and SCG training functions during training and validation of ANN.  

Fig. 7. RMSE of the proposed method and other algorithms in predicting the price of construction companies.  

Fig. 8. MAPE of the proposed method and other algorithms in predicting the price of construction companies.  
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implemented in the proposed ensemble system (i.e., ANN, GPR, and CART). Comparing the error histograms of Fig. 10 indicates that 
the error range of the proposed system is more limited than other methods. These characteristics confirm that using the weighted 
ensemble technique can be effective in increasing the reliability of the results. 

Fig. 11, compares the performance of the proposed method with other learning algorithms as a Taylor diagram. 
Taylor diagram can compare the efficiency of prediction algorithms using RMSD, standard deviation, and correlation coefficient 

with the target variable, at the same time. According to the results presented in Fig. 11, the proposed weighted ensemble model in 
addition to reducing RMSD, can make predictions with smaller standard deviations and higher correlation with the target variable. 
These results, prove the effectiveness of the proposed method in short-time prediction of stock prices. 

Table (3), summarizes the performance of algorithms in daily prediction of stock prices for dataset instances. This table, in addition 
to RMSE and MAPE, compares the performance of algorithms in terms of R-squared and concordance correlation coefficient (CCC) 
criteria (see Table 4). 

Tables (3) demonstrate the performance of the proposed method for predicting the stock price of each company on the next day. 
According to these results, the proposed system in all cases can reduce the prediction error. Therefore, the use of the weighted 
ensemble approach can be used as an efficient technique for improving the accuracy of prediction algorithms. According to these 
results, the MAPE of the proposed method for predicting the stock price of all companies is 0.033 and the RMSE is 7.426. Achieving an 
average error rate of 0.033 means the efficiency of the proposed system in modeling stock behavior, and therefore the proposed 
method can be used as an efficient tool in real-world scenarios. 

To better evaluate the efficiency of the proposed method, the prediction interval is increased from one day to one week. In this case, 
Equation (7) will be written in the form of p (k + 7) = f (s (k)); which means the proposed ensemble system must predict the value of 
stock in the next week. Also, the n and t parameters in Equation (2) have been set as n = 5 and t = 7, which means the stock prices of the 
past five weeks are used as the input sequence of the system. Table (4), summarizes the performance of algorithms in weekly prediction 
of stock prices for dataset instances. Also, figure (12) illustrates the Taylor diagram obtained from these results. 

As shown in Tables (3) and (4), increasing the prediction interval from daily to weekly period, results in a slight increase in 
prediction error of the proposed method. Nevertheless, the amount of error increase in the proposed ensemble system is insignificant 
compared to other learning models. 

Examining the values of these tables and also, comparing Figures (11) and (12) shows that each of the learning models individually 
experiences a greater increase in error criteria. This is even though the increase in the error criteria in the proposed method is much 
less. This reduction in error can be considered as the result of using the CS algorithm in determining the optimal weight values of each 
learning component. In the proposed method, the cuckoo search algorithm tries to determine the weight values of each learning model 

Fig. 9. Regression plots for (a) the proposed method, (b) conventional averaging, (c) random forest, (d) gradient boosting machine, and (e) LSTM 
[13] in predicting the stock price of dataset samples. 
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Fig. 10. Error histograms for the (a) proposed method, (b) ANN, (c) GPR, and (d) CART.  

Fig. 11. Taylor diagram obtained from daily prediction of stock price by proposed method and other algorithms.  
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Table 3 
The performance of studied algorithms in the daily prediction of stock prices for dataset instances.  

algorithm R2 MAPE RMSE CCC 

Proposed 0.9433 0.0334 7.4262 0.9721 
Conv. Avg. 0.8800 0.0485 10.7906 0.9419 
RF 0.8953 0.0472 10.0712 0.9491 
GBM 0.9087 0.0412 9.4265 0.9556 
LSTM 0.9255 0.0377 8.5340 0.9640  

Table 4 
The performance of studied algorithms in the weekly prediction of stock prices for dataset instances.  

algorithm R2 MAPE RMSE CCC 

Proposed 0.9420 0.0353 7.6179 0.9714 
Conv. Avg. 0.7983 0.0673 14.7682 0.8997 
RF 0.8626 0.0551 12.2258 0.9352 
GBM 0.8740 0.0535 11.7624 0.9378 
LSTM 0.9015 0.0484 10.3850 0.9529  

Fig. 12. Taylor diagram obtained from weekly prediction of stock price by proposed method and other algorithms.  

Fig. 13. Best/mean fitness values of the CS algorithm during each iteration of optimizing the weight coefficient of learning components in (a) daily 
and (b) weekly prediction scenarios. 
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in such a way that the final error rate of the aggregate system is minimized. This condition for daily and weekly prediction scenarios is 
drawn in Figures (13a) and (13b), respectively. 

Based on the diagrams illustrated in Figure (13), the CS algorithm can minimize the prediction error (fitness) in the weighted 
ensemble system by efficiently searching the problem space and determining the optimal combination of weight values. 

5. Managerial insights and practical implications 

Providing a reliable view of upcoming changes in a company’s assets is an important requirement in managing organizations. This 
issue is very important for companies in the construction sector, due to the dependence of their value on various political, economic, 
social, etc. situations. The stock value of companies in the construction section can reflect the performance of those companies well. 
For this reason, this research focused on predicting the stock value of these companies; and a method based on weighted ensemble 
learning was presented, which can predict the stock value of construction companies in daily to weekly intervals. The ability to predict 
stock value on daily to weekly intervals means that the proposed system is an efficient method for short-term to mid-term prediction 
and can provide a reliable view of company performance. Achieving the average error rates of 0.0365 (in daily prediction) and 0.0378 
(in weekly prediction), confirms that the proposed system is practically useful in two scenarios: First, this system can provide an 
accurate view of the upcoming financial changes which the organization may face, and inform managers of these possible changes, so 
that they can prevent critical situations from occurring. Second, the proposed method can be useful for investors in the construction 
section and help them determine the right place for investment. 

6. Conclusion 

In this study, the effectiveness of the ensemble learning technique for predicting the stock price of companies in the construction 
section was investigated. In general, combining several learning models can be effective in increasing the accuracy of prediction 
systems. However, one of the most important points in the design of ensemble systems is to determine the impact of each learning 
component on the final output of the system, which in the proposed method was done using CS optimization. The performance of the 
proposed method was evaluated in two scenarios of daily and weekly prediction of stock price. According to the results:  

• The proposed system was able to predict the daily changes in stock price with an average error rate of 0.0365 and MAE of 4.3512. 
By comparing the results of the proposed system with other learning algorithms, we can conclude that our system has a higher 
accuracy in stock price prediction, which is the result of using optimal coefficients in the weighted ensemble learning system.  

• The proposed system could predict the one-week-ahead value of stock price with an average error rate of 0.0378 and MAE of 
4.4895. In this case, each of the learning models individually experiences a greater increase in error criteria. This is despite the fact 
that the increase in the error criteria in the proposed method is much less, which is the result of using the CS algorithm in 
determining the optimal weight values of each learning component.  

• From the results it can be concluded that the proposed system can be practically useable in assisting managers of construction 
companies by providing an accurate view of upcoming financial changes; as well as helping the investors of the construction sector 
to determine the right place for investment. 

One of the limitations of the current research is that in the proposed system, the prediction is performed only using extracted data 
from the index and statistical information of the stock market; while to achieve better performance, other information such as news, 
gold prices, oil prices, etc. can be used. Therefore, the use of these features in the proposed model can be studied in future work. 
Another limitation of the proposed method is the increase in its processing time. Although the ensemble technique can be effective in 
increasing the prediction accuracy, it increases the processing time due to the use of multiple learning models. However, it should be 
noted that this increase in processing time is noticeable only during the training phase. The application of other optimization algo
rithms like Genetic Algorithm (GA) or Ant Colony Optimization (ACO) can be considered to determine the optimal weights of learners. 
Also, using deep learning approaches in the proposed ensemble model may be effective in achieving a more efficient predictive system. 
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