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A B S T R A C T   

Reminiscence is the act of recalling or telling others about relevant personal past experiences. It is 
an important activity for all individuals, young and old alike. In fact, reminiscence can serve 
different functions that can support or be detrimental to one’s well-being. Although previous 
studies have extensively investigated older adults’ recalling of autobiographical memories, the 
evidence for young adults remains scarce. Therefore, in this work, we analyze young adults’ 
production of reminiscence and their functions with a naturalistic observation method. 
Furthermore, we demonstrate that natural language processing and machine learning can auto-
matically detect reminiscence and its negative functions in young adults’ everyday conversations. 
We interpret machine learning model results using Shapley explanations. Our results indicate that 
young adults reminisce in everyday life mostly to connect with others through conversation, to 
compensate for a lack of stimulation or to recall difficult past experiences. Moreover, our models 
improve existing benchmarks from the literature on the automated detection of older adults’ 
reminiscence in everyday life. Finally, our results may support the development of digital health 
intervention programs that detect reminiscence and its functions in young adults to support their 
well-being.   

1. Introduction 

1.1. Reminiscence across the adult lifespan 

Reminiscence is the natural activity of thinking or talking about personally meaningful events from one’s past [1]. It is an important 
part of our daily lives that serves a variety of purposes, such as providing individuals with a sense of identity, the possibility to review 
their lives and accept their past, the vision to solve current issues and the chance to enhance relationships [2,3]. Through the activity of 
reminiscing, we recollect memories of our self in the past, therefore accessing information belonging to our “autobiographical 
memory” [1]. This activity is particularly important for older adults’ health and well-being: in fact, psychologists emphasize 
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reminiscence as a central task of old age and as promoting healthy aging [4]. Hence, there is a rich literature on the characteristics, 
functions and outcomes of reminiscence in both healthy and clinical samples of older adults [4–6]. 

However, lifespan developmental scientists argue that reminiscence is a routine aspect of the human experience and a common 
activity across the whole adult life span [7]. Thus, it is important to study the nature and functions of young adults’ reminiscence 
activities, as well. To this end, different studies have found that one’s age is unrelated to their frequency of engaging in reminiscence 
activities [3,6,8–12]. That is, similar to older adults, young adults have the need and will to review their experiences and give a 
meaning to them [13,14]. In fact, young adults access their sets of autobiographical memories and recall their past experiences to 
understand their sense of self, review their life goals and relationships as well as respond to everyday events [7,15]. Young adults’ 
reminiscing is essential for them to ensure self-continuity and secure their well-being [15], develop their identity and a coherent life 
story [16]. Therefore, why and how young adults use autobiographical memories in their everyday lives may shed light on the relation 
between their reminiscing and well-being. 

1.2. Functions of reminiscence in young adults 

Reminiscing serves different functions—that is the purposes of recalling autobiographical memories [17]. Webster was the first to 
introduce a taxonomy of reminiscence that includes eight distinct functions, namely, boredom reduction, death preparation, identity, 
problem solving, conversation, intimacy maintenance, bitterness revival and teaching/informing others [18]. Webster’s work [19] provides a 
compact description of these functions: 

“Boredom Reduction measures our propensity to reminisce when our environment is understimulating and we lack engagement in 
goal-directed activities. Death Preparation assesses the way we use our past when thoughts of our own mortality are salient and may 
contribute to a sense of closure and calmness. Identity measures how we use our past in an existential manner to discover, clarify, and 
crystallize important dimensions of our sense of who we are. Problem-Solving taps how we employ reminiscence as a constructive 
coping mechanism […] Conversation measures our natural inclination to invoke the past as a means of connecting or reconnecting with 
others in an informal way […] Intimacy Maintenance measures a process whereby cognitive and emotional representations of important 
persons in our lives are resurrected in lieu of the remembered person’s physical presence. Bitterness Revival assesses the extent to which 
memories are used to affectively charge recalled episodes in which the reminiscer perceives themselves as having been unjustly treated 
[…] Finally, Teach/Inform measures the ways in which we use reminiscence to relay to others important information about life (e.g., a 
moral lesson)” [[19] pp.140]. 

Webster’s taxonomy results from an instrument, called the Reminiscence Function Scale (RFS), that was developed collecting the 
responses of hundreds of adults [18]. The reminiscence functions are key to investigate the relation between individuals’ reminiscing and 
their well-being [20–22]. To do so, the eight functions are typically clustered into three distinct groups: self-positive (identity, problem 
solving, death preparation), self-negative (bitterness revival, boredom reduction, intimacy maintenance) and prosocial (conversation, teach-
ing/informing others) functions [21,23]. In particular, self-positive functions reaffirm previous self-understanding to develop 
self-awareness [22]. Importantly, they exhibit a positive association with physical health and psychological well-being [21,22]. 
Self-negative functions encode a continual dwelling on past experiences [22]. Notably, they show a negative association with physical 
and mental health [21,22]. Finally, prosocial functions affect physical and mental health, optimizing opportunities to experience positive 
emotions in social situations [22]. However, these results focus on older adults. They should feed into and encourage the investigation of 
young adults’ reminiscence and how the relation between the functions of reminiscence and their well-being develops over time. 

1.3. Into the wild: detecting reminiscence and its functions in everyday life 

The literature on reminiscence and its functions is dominated by the retrospective self-report methodology. This methodology is 
used to elicit the recollection of autobiographical memories and their functions. To do so, experimenters typically ask study partici-
pants to complete Webster’s RFS, indicating the degree to which they reminisce for each function of the provided taxonomy [20–22]. 
For example, in the clinical context of “life review” [2], which is a structured type of reminiscence in which one accesses memories to 
resolve conflicts and give meaning to current experiences [1], participants’ autobiographical memories are elicited by therapists 
during ad-hoc sessions. A similar procedure is followed in more recent reminiscence-based interventions for young adults [13]. 

A first attempt to study reminiscence in real life is represented by Pasupathi and Carthensen’s study that uses experience-sampling 
to characterize emotional experiences during mutual reminiscing [10]. However, more recently, different authors have started 
examining individuals’ everyday life activities—including reminiscence—with naturalistic observation methods. One such method is 
the Electronically Activated Recorder (EAR) [24]. The EAR is a smartphone app that allows unobtrusively recording random snippets 
of participants’ everyday conversations over time. It enables frequent, passive and privacy-preserving sampling of participants’ lan-
guage use in their natural environments via ambient recording [24–26]. Moreover, it allows preserving a high degree of naturalism, 
while collecting participants’ acoustic logs throughout the days, resembling ethnographic methods [27]. At the time of writing, only 
one study had used the EAR to specifically investigate everyday life reminiscence activities—including their functions—and only with 
adults above age 62 [5]. By transcribing older adults’ utterances verbatim from the conversations collected with the EAR, the authors 
were able to quantitatively characterize the production of older adults’ reminiscence in everyday life and identify three reminiscence 
functions, as well as relate them to self-reported levels of life satisfaction [5]. 

Furthermore, research has recently started focusing on the possibility of automatically detecting cognitive activities (e.g., remi-
niscence), behaviors and environments using natural language processing (NLP) and machine learning (ML) on the transcripts of older 
adults’ utterances from their everyday conversations that are collected with the EAR [28–31]. These studies show that it is possible to 
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use ML and NLP to provide insights on the syntactic structure of the transcripts and its correlation with the manually-coded outcomes 
to be predicted, e.g., whether a given transcript of an older adult’s utterance in a recorded conversation is a case of reminiscence. 
Further, their results provide evidence supporting the design of reminiscence-based digital health interventions to support older 
adults’ well-being in their everyday life [28]. 

More recently, research also investigated language use in young adults’ everyday conversations collected with the EAR [32,33]. 
However, authors did not consider young adults’ reminiscence and its functions, focusing on the computation of measures of vo-
cabulary richness and grammatical complexity, as well as lexical statistics on young adults’ utterances transcribed from their con-
versations instead [32,33]. 

1.4. Our contributions 

In summary, despite these recent efforts, research on the detection of young adults’ reminiscence and their functions in everyday 
life is still at an infant stage. In particular, (1) quantitatively characterizing the production of young adults’ reminiscence and its 
functions in their everyday life conversations, (2) detecting them automatically with ML and NLP methods, and, ultimately, (3) 
providing actionable recommendations on how to use these methods to support young adults’ well-being, e.g., in technology-mediated 
reminiscence interventions, still remain open avenues of research. In this work, we make the following contributions:  

1. We are the first to provide a quantitative analysis of the occurrence of reminiscence and its functions in young adults’ everyday life 
conversations using the corpus of transcriptions of their utterances collected with the EAR technology in [34]. To do so, we aimed 
to answer the following questions:  
I. How much of young adults’ utterances are reminiscence?  

II. Which functions does reminiscence serve in young adults’ daily conversations?  
2. We are the first to use ML and NLP to detect reminiscence and its functions using 3264 transcripts of young adults’ everyday life 

conversations in German in two novel experiments. To do so, we (1) use four different families of ML models and their combinations 
in voting classifiers, (2) combine different families of features generated with NLP methods, (3) implement extensive hyper-
parameter tuning, and (4) use different methods to cope with class imbalance. Furthermore, we provide insights on which NLP- 
generated features are most predictive of reminiscence using Shapley values [35], promoting the use of ML interpretability 
methods in social sciences.  

3. We provide actionable recommendations on how to use our methodology to design digital health interventions that foster young 
adults’ well-being by promoting self-reflection on their daily reminiscence activities automatically detected—together with their 
functions—with ML and NLP. In particular, we also show how the use of value sensitive design can address young adults’ concerns 
and wishes (e.g., privacy) for digital health technology aiming to support their well-being. This, in turn, supports the adherence to 
the intervention program and its effectiveness. 

2. Methods 

2.1. Data collection and preparation 

Data used in the current study have been originally generated in a study on “conversations and activities in everyday life” at the 
University of Zurich [5,34]. In what follows, we describe the data collection procedures in some detail and we refer to [34] for all 
details. We also note that these data have been analyzed by Luo and colleagues [32] with computational linguistic methods to examine 
the effects of context, namely familiarity with interlocutors, on young and older adults’ language production in everyday life. How-
ever, Luo and colleagues did not examine reminiscence and its functions. 

The original sample of young adults (age: 18–30) were recruited through the participant pool of the local department, snowball 
sampling and by different forms of advertising (i.e., flyers, online advertisement and on a local newspaper). Participants were mostly 
university students, who could choose between 50 Swiss Francs and research credits as compensation. All participants spoke Swiss 
German—i.e., an Alemannic dialect spoken in the German-speaking part of Switzerland—in everyday life. 

The study included three sessions: a laboratory introduction session, a four-day observation period with the EAR, and a laboratory 
feedback session. First, participants were invited to the laboratory for an introduction to the study and were provided with an iPhone 
4S with the EAR application (version 2.3.0) installed. For the observation period with the EAR, participants were asked to either clip 
the iPhone to their waistline or carry it in their pocket. They carried the iPhone with them for four consecutive days (one weekend and 
two weekdays, counterbalanced). The EAR was programmed to record 30-second-long audio files at random times, 72 times per day. 
This led to 288 audio files (72 × 4 days) and a total of 144 min (288 files x 30 s) per participant. The EAR was set to stay active for 18 h 
per day (blackout period between midnight and 6AM). Finally, participants were invited back to the laboratory for a feedback session, 
where they returned the iPhone. All study procedures were approved by the Ethics Research Institute of the Department of Philosophy 
at the University of Zurich. All participants gave written informed consent in accordance with the Declaration of Helsinki. 

To protect the privacy of participants and their conversation partners, researchers followed the established guidelines for passive 
ambient audio sampling [27,36]. First, they limited the recording to a very small sample of the day (<5%). Second, the short re-
cordings (30 s) ensured that minimal personal information was captured beyond what was necessary for reliable coding. Third, 
participants could review their data and delete any audio files they did not wish to share. Finally, they placed a “warning sign” on the 
iPhone to alert conversation partners of the possibility of being recorded (i.e., passive consent). 
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2.1.1. Data collection: transcribing and coding audio files 
Demiray et al. [34] trained a team of research assistants to listen to each audio file, identify the participant’s voice, and transcribe 

verbatim only the utterances of the participant (i.e., speech from non-participants was not transcribed to preserve their privacy). 
Assistants coded each file for (1) whether the participant was talking or not, (2) if talking, whether the participant was reminiscing or 
not, and (3) if reminiscing, which function(s) of reminiscence were present. All coding categories were dichotomous (0 vs. 1) indicating 
absence or presence of a behavior. Reminiscence referred to talking in detail about personally experienced past events that were 
meaningful to the participant: These could be specific events that happened at a particular place and time, repeated events (e.g., “I used 
to see him every weekend”), extended events (e.g., “our vacation in Italy was …”), and long periods of life (e.g., “When I was a 
university student …”) [37]. Reminiscence functions were coded following the works of Webster et al. and Cappeliez et al. [18,23]. The 
same coding is also presented in Demiray et al.‘s study [5]. The coded functions are boredom reduction, death preparation, identity, 
problem solving, conversation, intimacy maintenance, bitterness revival and teaching/informing others. They are not mutually exclusive, as 
noted in Demiray et al.’s study [5]. Two independent coders double-coded reminiscence and its functions. Inter-rater reliability for 
reminiscence was 87% and for reminiscence functions was between 87% and 100%. All sound files that showed a disagreement be-
tween the two coders were re-coded through discussion. As a result, the dataset in this work comprises 3264 coded transcripts of 
conversations from 66 young adults. 

2.2. Natural language processing of transcripts 

We used NLP to generate the following features from the coded transcripts: bag-of-words (BOW), part-of-speech (POS) tags and pre- 
trained word embeddings (EMB). The use of these features has been inspired by recent work on the detection of reminiscence, 
cognitive ability, social behavior and environments from older adults’ conversations in everyday settings [28–31]. 

BOW generate transcript features by extracting all words in the corpus of transcripts and counting the word occurrences for all 
words in each transcript. POS tagging assigns a tag, called “POS tag”, to each word extracted from a corpus of textual data [38,39]. The 
POS tags provide a description of the word role in the text, identifying whether it is a noun, an adjective, and so on. In this study, we 
used the tags provided by the POS-tagger in the Python library spacy. The tagger comprises 17 distinct POS tags, which we collect in 
the Appendix (Table A1). Similarly to BOW, the counts of unique POS tags are computed per each transcript. The counts of words and 
POS tags in each transcript are then normalized via “term frequency-inverse document frequency” (tf-idf) normalization [39] using the 
TfIdfVectorizer() function in the Python library sklearn. 

Word embeddings (EMB) are numerical representations of words in a low-dimensional numerical vector with n components. The 
algorithms computing embeddings produce vector representations of words that occur in similar contexts close to each other, 
following the distributional hypothesis about languages and words [40]. The number of components n is fixed by the algorithm. In this 
work, we used the pre-trained word embeddings for German provided by spacy, selecting the model “de_core_news_sm”, which 
computes the word embedding in an n = 300-dimensional space. Finally, the embedding of each transcript is given by the averaging 
the components of the embeddings of all its words [41]. 

2.3. Machine learning setting 

We provide information on the ML setting by describing the (1) ML runs, (2) strategies against class imbalance, (3) cross-validation 
routine with recursive feature elimination, (4) hyperparameters in the cross-validation, (5) ML models and the (6) use of SHAP values 
to interpret ML model results. We will use this setting in two experiments involving the binary classification of the transcripts of the 
young adults’ everyday conversations (as discussed in Section 2.4 and 2.5). 

2.3.1. Machine learning runs 
We considered seven different runs of ML modeling corresponding to different combinations of BOW, POS and EMB features. We 

collect them in Table 1. 

2.3.2. Strategies against class imbalance 
We used two strategies against class imbalance in the corpus of transcripts. The choice of the strategies is inspired by recent results 

on the detection of reminiscence and cognitive ability in older adults’ conversations [28,29]. 

Table 1 
All runs considered in this study.  

Run Feature combination 

R0 BOW 
R1 POS 
R2 EMB 
R3 BOW, POS 
R4 BOW, EMB 
R5 POS, EMB 
R6 BOW, POS, EMB  
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In the first strategy, we performed class weighting (CW). This strategy reweighs data points during ML model training according to 
the class distribution in the training dataset. The reweighting results in the penalization of the cost of misclassifying data points from 
the minority class [42]. 

In the second strategy, we used data augmentation with the Synthetic Minority Oversampling Technique (SMOTE) algorithm. 
SMOTE allows generating synthetic data points from any numerical representation (i.e., BOW, POS, and EMB) of a transcript in the 
minority class by searching for its k-nearest neighbors (k = 5 is the default value) [43]. In particular, SMOTE has been used to detect 
reminiscence in the transcripts of older adults’ everyday conversations with ML [28]. 

2.3.3. Cross-validation with recursive feature elimination 
In each ML pipeline, due to the limited number of available data points and the high number of generated NLP features, we 

performed cross-validation with feature selection. To do so, we used the recursive feature elimination (RFE) algorithm [44] inside the 
cross-validation routine. RFE allows us selecting models with high performance but trained on a limited number of features. This 
becomes particularly relevant in all runs with BOW and EMB. The best model emerging from the cross-validation routines for each run 
(see Table 1) is selected using the F1 score, i.e., the harmonic mean of precision and recall [45]. In addition, we also computed the area 
under the Receiving Operator Curve (AUROC), precision and recall of the best models. With this ML pipeline, considering the SMOTE 
strategy, at each (stratified) partition of data into a training and validation fold, the ML models are trained on the balanced training 
data and their performance measures are evaluated on the imbalanced validation fold. 

2.3.4. Hyperparameters in the cross-validation routine 
Table 2 summarizes all hyperparameters tuned in the cross-validation routine that is considered in this work. We show the grids for 

all hyperparameters in the Appendix (Table A2). 

2.3.5. Machine learning models 
We considered four families of ML models: (1) eXtreme Gradient Boosting (XGB), (2) Light Gradient Boosting (LIGHT) [45–48], (3) 

support vector machines (SVM) and (4) random forests (RF). XGB and SVM have already been used for the detection of reminiscence, 
social behavior and environment from transcripts of daily conversations of older adults [28,30,31]. LIGHT is an efficient imple-
mentation of gradient boosting that delivered good results across different use cases [48]. In particular, together with RF it has been 
used to predict working memory in healthy older adults using real-life language and social context information from the transcripts of 
conversations in everyday life settings [29]. 

Finally, we considered voting classifiers by aggregating the best models of the different ML runs in a weighted ensemble [49]. In a 
binary classification problem, given a data point, each model of the voting ensemble computes two empirical probabilities. Then, for 
the given data point, the voting classifier returns the class whose empirical probability solves the optimization problem 

argmaxj

∑N

i=1
ωi pij,

where ωi denotes the weight of the i-th model of the ensemble, pij the probability of the j-th class computed by the i-th model of the 
ensemble and j = 1,2. We trained voting classifiers considering the nine ensemble that comprise:  

1. The four best-performing models for the CW and SMOTE strategies (separately),  
2. The top three and two best-performing models for the CW and SMOTE strategies (separately),  
3. The top four, three and two best-performing models across the CW and SMOTE strategies. 

Note that the models participating to any of the nine ensembles may be trained on different sets of features. We searched for best 
performing voting models by tuning the weights ωi of the models in the nine ensembles via grid search and selecting the model with 
highest F1 score on test data. In Appendix (Table A2), we show the grid for the weights used in the voting classifiers. 

Table 2 
Summary of all hyperparameters tuned in the cross-validation routine.  

Pipeline element Hyperparameters 

SMOTE number of neighbors 
BOW features n-grams 

stopwords 
POS features n-grams 
RFE algorithm number of features to select 

number of features to reduce at each step 
ML models (XGB, LIGHT) number of trees 

maximum tree depth 
learning rate 

ML models (RF) number of trees 
maximum tree depth  
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2.3.6. Interpreting ML models with SHAP values 
Finally, we interpreted the results of the best ML models emerging from the cross-validation routines using Shapley Additive 

exPlanation (SHAP) values [35]. To the best of our knowledge, the use of SHAP values to interpret ML model results is still a novelty in 
social sciences research. However, examples of ML applications using SHAP values are found in medical practice and public health [50, 
51], financial services [52], and affective computing [53] among others. 

SHAP values are scores that fulfill a set of desirable properties, i.e., local accuracy, missingness and consistency [35], as opposed to 
other widely-used interpretability methods, such as Local Interpretable Model-agnostic Explanations (LIME) [54] and tree-based 
feature importance scores. They generalize the Shapley values from game theory [55] to the context of ML model explanations. A 
ML model becomes the payoff function of a collaborative game whose players are all possible sets of features used by the model to 
compute predictions. To do so, the SHAP algorithm computes the contribution of each feature, namely its SHAP value, to the ML model 
prediction at each data point. These predictions are explored individually, or aggregated to provide a global overview of the feature 
importance of the ML model at hand. In this study, we used two SHAP plots to interpret the ML models emerging from the 
cross-validation routines before voting: the SHAP global and beeswarm plots. The global SHAP plot provides an overview of the most 
important features by computing their mean absolute SHAP value on the dataset of transcripts. The beeswarm plot shows the dis-
tribution of SHAP values per each data point and ML model features instead. 

We have run SHAP analyses on ML models before voting, as SHAP methods cannot be directly implemented in the case of voting 
classifiers whose ensembles comprise models trained on different families of features, which is the case for the models in this work. 

2.4. Experiment I: detecting reminiscence from the transcripts of everyday conversations 

In this experiment, we implemented the ML setting to detect reminiscence utterances in the corpus of 3264 transcripts of young 
adults’ everyday conversations (see Fig. 1). For both strategies against class imbalance, we performed a stratified partition of the 
corpus of transcripts in training and test data with 80:20 ratio. Then, we implemented a k = 10 cross-validation routine with RFE on the 
training data to select the best model, computing its performance on test data. As the model performance is computed only on one (test) 
dataset, we also computed the 95% bootstrapped confidence intervals of the F1 score of the best model using 1000 iterations [56]. We 
used different SHAP value plots to interpret the feature importance of the best model across the two strategies. Finally, we combined 
the best models of the two strategies into the nine distinct voting classifiers discussed in Section 2.3.5. 

2.5. Experiment II: detecting negative reminiscence events in the corpus of reminiscence transcripts 

In this experiment, we implemented the ML setting to detect negative reminiscence events in the sub-corpus of all reminiscence 
utterances. To do so, we classified a reminiscence transcript as “negative”, if it has been coded as “self-negative” function (i.e., bitterness 
revival, boredom reduction, intimacy maintenance) or death preparation. However, differently from Experiment I, due to the low number 
of reminiscence samples, we performed no split into training and test data, implementing a k = 5 cross-validation routine with RFE on 
the whole sub-corpus, as shown in Fig. 1, for both strategies against class imbalance. As a result, we computed the mean and standard 
deviation of the model performance metrics on the k = 5 validation folds, for the best model of each strategy. Then, we used different 
SHAP value plots to interpret the feature importance of the best model and we combined the best models of the two strategies into the 
nine distinct voting classifiers discussed in Section 2.3.5. 

Fig. 1. The ML pipelines for the two experiments in this work.  
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3. Results 

3.1. Descriptive analysis of the dataset 

The dataset comprises of 3264 transcripts from 66 participants. On average, we collected 49 (SD = 30, range = 1–127) transcripts 
from each participant. There were a total of 219 transcripts with reminiscence (6.7% of all transcripts). Out of 66 participants, 52 
engaged in reminiscence at least once. On average, participants uttered 4 (SD = 3, range = 1–13) cases of reminiscence. In Table 3, we 
show the distribution of the reminiscence functions in the dataset of all transcripts. Most reminiscence cases served the conversation 
function, followed by the negative functions boredom reduction and bitterness revival. The remaining functions are either rare (i.e., under 
the 5% quota) or absent. This latter is the case for death preparation and intimacy maintenance functions. 

Clearly, the coded functions of reminiscence are not mutually exclusive. In fact, as shown in Table 4, 54 reminiscence cases (25%) 
are coded with two functions, one of which is always conversation. 

All transcripts coded as bitterness revival or problem solving are also coded as conversation. However, not all boredom reduction, 
teaching/informing others and identity reminiscence cases are coded as conversation, as well. Given the above overview on reminiscence 
and its functions, in Table 5, we show a few transcripts, providing an example for each reminiscence function. 

3.2. Experiment I 

3.2.1. Summary of the best ML model runs 
In Table 6 and 7, we collect the best models resulting from the ML pipeline used in Experiment I, as described in Section 2.4. Only 

6.7% of transcripts are coded as reminiscence. 
The best model for the CW strategy is a LIGHT ensemble of 50 trees with depth equal to ten, and learning rate equal to 0.1. The RFE 

algorithm selects only 30 features, deleting 25% of the features at each step. The ensemble is trained using 1-gram BOW and POS-tags 
features, without the removal of stopwords. It reaches F1 = 0.552, CI = [0.449, 0.579], outperforming all other classifiers. The best 
model for the SMOTE strategy is an XGB ensemble of 100 trees of depth equal to five and learning rate equal to 0.1, instead. The RFE 
algorithm selects only 30 features from POS-tags and word embedding components, deleting 25% of the features at each step. The 
ensemble is trained using 1-gram POS-tags and word embeddings on SMOTE-augmented data with k = 13 nearest neighbors. This 
model reaches F1 = 0.545, CI = [0.450, 0.590] outperforming all other classifiers. 

Finally, we note that combining the best models in a voting classifier further improves performance. In fact, as shown in Table 7, the 
voting classifier comprising the best XGB (SMOTE strategy, weight ω1 = 0.3) and LIGHT (CW strategy, weight ω2 = 0.7) models 
reaches F1 = 0.577, CI = [0.469, 0.611], i.e., an improvement equal to 4.5% with respect to the F1 of the best LIGHT model (CW 
strategy). In particular, this voting classifier improves precision with respect to all models and class imbalance strategies. 

3.2.2. SHAP values analysis 
We interpret the best LIGHT (CW strategy) model from Table 6 using SHAP values analysis. 
The LIGHT best model is trained on 30 BOW and POS features. In Fig. 2, we show the SHAP global and beeswarm plots for its 20 

most important features. The SHAP global plot indicates that the most important features are the POS-tag “AUX”, i.e., auxiliary verbs, 

Table 3 
Distribution of the reminiscence functions in the dataset (219 reminiscence).  

Type Function Counts (%) 

Negative boredom reduction 27 (12%) 
bitterness revival 15 (7%) 
intimacy maintenance – 

Positive identity 9 (4%) 
problem solving 4 (2%) 
death preparation – 

Social conversation 208 (95%) 
teaching/informing others 9 (4%)  

Table 4 
Distribution of reminiscence cases with multiple functions. The percentages are respect to the total number of remi-
niscence transcripts that are coded with the first function (see Table 3).  

Function Counts (%) 

boredom reduction AND conversation 26 (96%) 
bitterness revival AND conversation 15 (100%) 
teaching/informing others AND conversation 8 (89%) 
identity AND conversation 6 (67%) 
problem solving AND conversation 4 (100%) 
(intimacy maintenance AND conversation) OR (death preparation AND conversation) –  
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Table 5 
A few examples of reminiscence from the dataset of all transcripts. All examples are translated from German into English using Google Translator, followed by a review by the authors.  

Type Function Example 

Reminiscence boredom reduction “Yes, I just totally hate science fiction. Yes. Totally, completely, mega. Yes, last time, my roommate [asked me] ‘are you coming to watch [The] Hobbit?’ [I answered] ‘What, 
I’m not coming to see [The] Hobbit’. No, well I have never watched it. I watched Harry Potter and …” 

bitterness revival “[I] said ‘easy, come train with us, then you’ll have some distraction and stuff like that’. He was, you know, upset about you, he was almost more upset than I was about you. 
But it doesn’t matter what your friends think. I don’t always want to know what my friends think of me either. Probably not always the best either. Yes so. And it can’t go on 
like this, you know that too.” 

identity “It’s been a year now and I’ve also been completely promoted. And I just don’t want to go there anymore.” 
problem solving “Hi. Uh, I have a question that is I have a MacBook Air and I had it in my bag and some water spilled in the bag. Then, […] I mean the MacBook, then I immediately turned it off 

and put in white rice just to suck off the water.” 
conversation “At some point I bought a shampoo at [REDACTED]. Somehow I have the feeling that it does not wash [my hair] properly. My hair smells exactly the same [as before]” 
teaching/informing 
others 

“Yes, so what was that, a wasp or a bee? I do not know either, it stabbed me in there and then it gave [me] blood poisoning. It really swelled up there and one could not 
recognize the finger, it was just round. And back then we did not know that I was allergic, it was about five years ago. And then we said, “come on, let us wait a minute, it will 
go back anyway’ and afterwards it really got worse and worse and afterwards …” 

Not reminiscence  “Oh, I still need milk. Do you still have some? Good, yes.”  
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and the tokens “und” (“and”), “habe” (”[I] have”) and “ich” (“I”). In the SHAP beeswarm plot we show the distribution of SHAP values 
per each transcript in the dataset and each of the 20 features of the SHAP global plot, instead. We note the presence of clusters of 
observations (depicted as blue vertical bars) for all features. These clusters of data correspond to all transcripts in which the corre-
sponding feature has value equal to zero. By definition of tf-idf normalization of BOW and POS features, this is equivalent to state that 
in those transcripts the feature, i.e., the token originated via BOW or POS-tagging is missing. For example, 34% of all transcripts 
contain no auxiliary verb, i.e., “AUX” = 0. All these transcripts are not coded as reminiscence. In summary, the beeswarm plot indicates 
that for the top-six most important model features, their absence in a transcript leads to a negative corresponding SHAP values and, 
therefore, it is negatively correlated with its probability of being a reminiscence, by definition of SHAP values. Moreover, it shows that 
high values of the POS tags “AUX”, “ADP”, i.e., adpositions (prepositions and postpositions), and the tokens “und”, “habe” and “ich” 
are positively correlated with the probability of a transcript to be a case of reminiscence. By definition of the tf-idf normalization, the 
high feature values could be the result, for example, of a high frequency of these POS and tokens in a given transcript. On the contrary, 
high values of the POS-tags “CONJ”, i.e., conjunctions, “SCONJ”, i.e., subordinating conjunctions (“as long as”, “because”, “unless” 
etc.), and the token “ist” (”[he/she/it] is”) are negatively correlated with the probability of a transcript to be a reminiscence. 

Table 6 
Experiment I: Performance of the best models for all strategies against class imbalance.  

Model Strategy Features AUROC Precision Recall F1 

XGB CW BOW 0.916 0.413 0.705 0.521 
LIGHT BOW, POS 0.932 0.475 0.659 0.552 
SVM BOW, POS 0.910 0.341 0.705 0.459 
RF POS, EMB 0.931 0.436 0.545 0.485 
XGB SMOTE POS, EMB 0.935 0.455 0.682 0.545 
LIGHT BOW, POS 0.931 0.424 0.568 0.485 
SVM BOW, POS, EMB 0.922 0.368 0.727 0.489 
RF POS, EMB 0.940 0.435 0.614 0.509  

Table 7 
Experiment I: Performance of the best voting models. In brackets the weights of the classifiers in each ensemble.  

Ensemble Strategy AUROC Precision Recall F1 

XGB (0.3) LIGHT (0.7) CW 0.936 0.492 0.659 0.563 
XGB (0.9) 

SVM (0.1) 
SMOTE 0.942 0.462 0.682 0.550 

CW LIGHT (0.7) 
SMOTE XGB (0.3) 

CW and SMOTE 0.938 0.528 0.636 0.577  

Fig. 2. SHAP global plot (left) and SHAP beeswarm plot (right) for the best LIGHT model (CW strategy). In the global plot, the importance is 
computed as the absolute value of the mean SHAP value of each feature. In the beeswarm plot, the horizontal axis represents the Shapley values. The 
dots are jittered vertically and colored according to the feature value. 
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3.3. Experiment II 

3.3.1. Summary of the best ML runs 
In Table 8 and 9, we collect the best models resulting from the ML pipeline used in Experiment II, as described in Section 2.5. Only 

12.2% of the 219 reminiscence cases are labelled as “negative”. 
Considering the CW strategy, the RF model trained on 1- and 2-gram BOW and EMB features outperforms all other classifiers, 

reaching F1 = 0.460 (0.082). The forest comprises 50 tree stumps and it is trained on ten features selected by the RFE algorithm by 
deleting 50% of all features at each step. Stopwords are removed. Considering the SMOTE strategy, the LIGHT model trained on EMB 
features and comprising an ensemble of ten tree stumps outperforms the other classifiers, reaching mean F1 = 0.486 (0.146). The RFE 
algorithm selects only five EMB features, deleting 25% of the features at each step. The model is trained on SMOTE-augmented data 
with k = 11 nearest neighbors. 

Furthermore, using voting improves performance. In fact, as shown in Table 9, the voting classifier comprising the best (1) LIGHT 
(SMOTE strategy, weight ω1 = 0.15), (2) RF (strategy CW, weight ω2 = 0.15), (3) XGB (SMOTE strategy, weight ω3 = 0.65) and (4) 
SVM (CW strategy, weight ω4 = 0.05) models reaches mean F1 = 0.543 (0.077), i.e., +11.7% in mean F1 with respect to the best LIGHT 
model for the SMOTE strategy. In particular, this voting classifier shows an increase in mean precision equal to 21.3% with respect to 
the LIGHT model. However, as the best model (before voting) is trained on EMB features only, we do not perform a SHAP value-based 
analysis of its feature importance distribution. In fact, the n = 300 components of the pre-trained word embedding model do not hold a 
direct interpretation, differently from BOW tokens and POS tags. Similarly, a standard feature importance analysis of the best RF model 
for the CW strategy shows that all ten features selected by the RFE algorithm are EMB. 

4. Discussion 

4.1. Reminiscence production and its functions 

Reminiscence is a process engaged in by adults of all ages [3,12]. Our study shows that the frequency of reminiscence in everyday 
conversations of young adults is equal to 6.7%. This result is comparable to the frequency of reminiscence in older adults (5% [5]) and 
suggests that reminiscence is an intrinsic developmental resource and a common activity for young adults, as well. 

In terms of reminiscence functions, we found that young adults reminisced mostly for the conversation function (95%). This is not 
surprising, as our data come from actual conversations in everyday life. However, it also indicates that reminiscence is indeed a 
resource that people use to socialize and connect with others in everyday life. Next, the young adults in this work did not reminisce 
with the death preparation or intimacy maintenance functions. This indicates that death-related functions may be irrelevant for the 
developmental tasks in young adulthood or may not play a big role in the mental worlds of young individuals. 

Furthermore, the reminiscence conversations of our participants rarely served the problem solving and identity functions. This result 
diverges from previous literature on these functions for young adults where, however, autobiographical memories were recalled with 
self-report methods [3,18,20]. Similarly, teach/inform others is served rarely; this is in line with previous results showing that this 
function increases with age, showing a plateau at age 40 [20]. 

Finally, the higher frequency of two self-negative functions (i.e., boredom reduction and bitterness revival) in the corpus of everyday 
conversations of our study is in line with previous work on young adults’ reminiscing, albeit with different reminiscence elicitation 
methods [17,20]. Graham et al. (2020) used Webster’s RFS and person-centered statistics in a study with 907 participants (mean age =
32.83, SD = 18.01, range = 17–88) to identify age- and function-related patterns of reminiscence [17]. They found three distinct 
reminiscing profiles. In particular, the “Young-Adult Self-Negative” profile is characterized by the lowest age (mean = 20.14, SD = 1.79) 
and the highest scores on boredom reduction and bitterness revival [17]. Therefore, our results are in line with the “Young-Adult Self--
Negative” profile, in the sense that they show that young participants reminisced the most for boredom reduction and bitterness revival. 

In summary, our results suggest that, considering a naturalistic observation method and everyday conversations, young adults may 
use reminiscence in a conversational setting to cope with present negative contexts (i.e., boredom) and to analyze or make meaning of 
negative past experiences (the revival of bitterness) more than for other functions. Future work could analyze differences in the 
functions of reminiscence between young and older adults when considering their conversations in everyday life, similarly to existing 
attempts in the literature that rely on self-report [20,21]. Furthermore, future psychological work could investigate why young adults 
tend to rely mostly on negative functions while reminiscing and how this is associated with their well-being. 

Table 8 
Experiment II: Mean performance of the best models on k = 5 validation folds, for both class imbalance strategies. In brackets the standard deviations.  

Model Strategy Features AUROC Precision Recall F1 

XGB CW BOW, POS, EMB 0.609 (0.060) 0.371 (0.084) 0.544 (0.102) 0.428 (0.055) 
LIGHT BOW, POS, EMB 0.640 (0.091) 0.430 (0.103) 0.450 (0.122) 0.429 (0.085) 
SVM BOW, POS, EMB 0.691 (0.056) 0.368 (0.077) 0.619 (0.087) 0.451 (0.044) 
RF BOW, EMB 0.656 (0.051) 0.368 (0.073) 0.617 (0.100) 0.460 (0.082) 
XGB SMOTE EMB 0.651 (0.062) 0.339 (0.082) 0.712 (0.058) 0.454 (0.079) 
LIGHT EMB 0.720 (0.100) 0.417 (0.128) 0.592 (0.189) 0.486 (0.146) 
SVM EMB 0.677 (0.080) 0.318 (0.065) 0.639 (0.143) 0.423 (0.085) 
RF BOW, POS, EMB 0.649 (0.049) 0.335 (0.054) 0.569 (0.130) 0.421 (0.078)  
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4.2. Experiment I 

Our results show that gradient boosting methods, i.e., LIGHT and XGB, outperform all other families of ML models. Moreover, 
aggregating the predictions of boosting methods in an ensemble further enhances their performance. This is due, in particular, to an 
increase in precision. Our results improve previous work on the detection of reminiscence from transcripts of everyday conversations, 
albeit of older adults, as no benchmark exists for the case of young adults. In fact, Ferrario et al.’s best SVM (CW strategy) achieves F1 
= 0.480, although on BOW features, only [28]. This result is improved by Stoev et al. who achieved F1 = 0.519 using a RF model 
trained on BERT-augmented data and different families of NLP features, including EMB, on the same dataset [30]. Indicatively, our 
best (voting) model improves Stoev et al.’s results with an 11.2% increase in F1 score. Despite this improvement, and similarly to other 
studies on the detection of reminiscence, cognitive ability, behavior and environment using older adults’ transcripts everyday con-
versations studies [28–31], our models are affected by rather low precision on test data. Arguably, this is due to the low number (i.e., 
44) of reminiscence transcripts and the class imbalance in test data. In particular, the false positives that affect precision comprise long 
transcripts with sentences in different tenses, including the past. 

The SHAP value analysis states the importance of auxiliary verbs, i.e., imperative, infinitive and perfect particle of “to be”, “to 
have” and “to become”, in relation to the probability of a transcript to be a case of reminiscence. This, together with the importance of 
the tokens “ich”, “und” and past particles, such as “gewesen” (“been”), “gesagt” (“said”), suggests that ML models characterize young 
adults’ reminiscence as a syntactically articulated utterance describing a past first person activity, coherently with the definition of 
autobiographical memory. Moreover, the importance of auxiliary verbs and German stopwords (e.g., “ich”, “habe”, and “gewesen”) 
replicates previous results on the detection of reminiscence from older adults’ everyday conversations [28]. These findings suggest that 
young and older adults’ reminiscing in everyday conversations share syntactic similarities. 

4.3. Experiment II 

Our results show that it is possible to classify negative reminiscence functions in a corpus of reminiscence transcripts, although the 
limited number of data points and class imbalance affect modeling performance. In fact, the mean F1 score of all models is computed 
over the k = 5 (class imbalanced) validation folds, which contain, on average, only five reminiscence transcripts coded as “negative”. 
Differently from Experiment I, RF models outperforms all boosting methods for the CW strategy. The interpretability of the RF model 
results is however hindered by the use of EMB features only. Similarly to Experiment I, ensembling further improves performance, due 
to an improvement in mean precision. In fact, the voting classifier comprising all four best models (see Table 9) achieves performance 
that is in line with the one of the best XGB (SMOTE strategy) model from Experiment I (see Table 6), although a direct comparison of 
the two models is not possible. 

We note that the proposed methodology uses only the transcriptions of the utterances of the study participants and their 
reminiscence-related codes. Namely, it does not intercept the social contexts or behaviors that characterize conversations as opposed 
to, for example, methods, such as conversation analysis combined with the coding of social interaction [57,58]. In particular, the 
coding of social interaction allows quantifying the behavior observed with conversation analysis and testing relationships between 
coded interactions and other variables, such as sociodemographic ones, those collected by self-assessment questionnaires or selected 
outcomes [58]. Therefore, future research on the automated detection of young adults’ reminiscence and its functions may consider 
the formal coding of the social behavior and interactions and use this information in ML modeling pipelines. Recently, Ferrario et al. 
used a similar approach, investigating whether sociodemographic information, language use and the “social context” of everyday 
conversations predict cognitive measures of healthy older adults, using ML and NLP methods [29]. In particular, they coded 19 
variables to describe the social context of a conversation [29]. “Context” comprises the environment in which the conversation takes 
place, the type of conversation and the older adult’s partner and, finally, the activities during which the conversation unfolds [29]. 

Finally, we note that experiment I and II results suggest that an “accuracy-interpretability” trade-off [59] exists when using ML 
models to detect reminiscence and its negative functions. In fact, although ensembling models in voting classifiers improved per-
formance in both experiments, the impossibility to use SHAP value-based analyses of the voting predictions due to the fact that the 
models in the ensembles are trained on different sets of features, lowers the overall interpretability of the voting classifiers. However, 
there is no one-size-fits-all solution to this trade-off: depending to the application—for example, digital health interventions, see 

Table 9 
Experiment II: Mean performance of the best voting models on k = 5 validation folds. In brackets the standard deviations.  

Ensemble Strategy AUROC Precision Recall F1 

RF (0.65), SVM (0.05), LIGHT (0.25), XGB (0.05) CW 0.680 (0.047) 0.446 (0.152) 0.475 (0.141) 0.452 (0.134) 

LIGHT (0.15) 
XGB (0.65) 
SVM (0.15) 
RF (0.05) 

SMOTE 0.725 (0.086) 0.453 (0.103) 0.667 (0.115) 0.535 (0.100) 

LIGHT SMOTE (0.15) 
RF CW (0.15) 
XGB SMOTE (0.65) 
SVM CW (0.05) 

CW and SMOTE 0.748 (0.085) 0.506 (0.101) 0.594 (0.059) 0.543 (0.077)  
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Section 4.4.—researchers have to weigh the need for high model performance vs. the right of different stakeholders to understand the 
outputs of the models and act upon them. 

4.4. Reminiscence-based digital health interventions to enhance young adults’ well-being 

The use of reminiscence in interventions and therapies for older adults is rather common, emphasizing the relation between 
positive functions of reminiscence and psychological well-being [60] and the association between self-negative functions and poorer 
mental health outcomes [21]. These interventions typically distinguish between (1) simple reminiscence, namely unstructured 
autobiographical storytelling in group or one-to-one format, (2) life-review and (3) life-review therapy [61]. 

Pinquart & Forstmeier’s meta-analysis of 128 studies show that reminiscence interventions affect a broad range of outcomes (e.g., 
depressive symptoms, psychological well-being, ego-integrity and social integration) [60]. Interestingly, the positive immediate effects 
on different indicators of mental health and positive well-being are maintained also at follow-up [60]. However, as reported by the 
authors [60], the participants to the 128 interventions had mean age of 73.1 years (SD = 12.7; range = 18.8–85.7). As a result, 
although there is a rather large literature on the effect of reminiscence interventions on older adults, little work is focused on in-
terventions specifically for young adults [13,62]. A recent, technology-mediated example is given by Hallford et al.’s work where the 
authors consider a reminiscence-based intervention that is delivered with an online, teleconference format and focuses on 
cognitive-reminiscence therapy and depressive symptoms [13]. This is an important research gap, as different authors challenge the 
exclusive use of reminiscence-based therapies with older adults and promote them with young adults, arguing that they are effective in 
younger populations as well [13,14,63]. In addition, the findings of our study specifically point to the self-negative functions observed 
with high frequency in young adults’ conversations, raising questions such as “How might these negative functions affect young adults’ 
well-being?” and “Could young adults be trained to reminisce in more positive or functional ways?”. These reflections are especially 
important, as young adults typically engage in the recalling of events that could threaten how they view themselves and the world 
around them [15]. 

We believe that technology can play a pivotal role in delivering effective reminiscence-based therapies targeting young adults. 
Interestingly, different authors have discussed the benefits of technology in supporting rich and engaging reminiscence experiences of 
older adults [64,65]. A first attempt to use technology for reminiscence in young adults’ everyday life is represented by tools, such as 
Pensieve, where users’ social media content are used as triggers for reminiscing [66]. However, despite these initiatives, the promotion 
of technology-mediated reminiscence specifically for younger adults is still an open avenue of research. In general, technology can be 
leveraged to design digital health intervention programs that foster young adults’ well-being by promoting self-reflection on their daily 
reminiscence activities and functions. In particular, these interventions could also be used to manage severe mental challenges, such as 
depression, and be integrated by the supervision of therapists to further improve their benefits [67]. As digital interventions are rather 
affordable and scalable, they can potentially be used by a large number of young adults. 

In particular, the methods discussed in this work, namely the EAR in combination with ML models and NLP, could be used to design 
an example of such an intervention. In fact, reminiscence events and their functions could be detected and monitored (using the EAR 
and high-performance ML models, including those for the automated coding of conversations), analyzed over time (with time- and 
context-personalized feedback and “daily diaries” providing a statistical summary of daily reminiscence events and functions) and 
managed to promote well-being (with a focus on recalling and analyzing self-positive functions and reviewing the everyday life 
contexts and mental processes that characterize negative ones). In particular, monitoring statistics and user notifications, e.g., micro- 
interventions [68], could be delivered using a smartphone app. Designers could then measure the effectiveness of an intervention 
quantifying its effect over time on depression and quality of life indicators, such as meaning in life, positive well-being and social 
integration, similarly to existing reminiscence interventions [28,60]. Furthermore, the use of smartphone sensors data (e.g., Wifi, GPS, 
accelerometer and phone use) may provide valuable information to analyze the relation between reminiscence frequency and its 
functions and young adults’ physical and social activities [69]. 

However, we are aware that the introduction of digital technology, especially for managing the effects of highly personal auto-
biographical memories on well-being, may give rise to various user concerns. These concerns may highlight potential threats posed by 
digital sensing technologies and ML methods, such as those affecting users’ well-being, privacy, autonomy and identity [70]. For 
example, some young adults may be worried about the management of their conversation data, the lack of explanations of ML models 
used to detect reminiscence and trigger personalized notifications, the overall trustworthiness and efficacy of the digital intervention 
and trust in it [71]. 

Others may argue that a technology-intensive approach to self-reflection is a source of “technostress” and may prefer other types of 
interventions [72]. Although the EAR method has established protocols providing ethical safeguard measures and a low level of 
obtrusiveness [27], designers should take care of young adults’ expectations, wishes and concerns on these digital health interventions 
more in-depth. To do so, they may consider a framework, such as value sensitive design (VSD), that provides a three-placed meth-
odology accounting for values in the design process of a technology by promoting a (1) conceptual, (2) empirical and (3) technical 
investigation of system design [73]. Although VSD has been recently used for applications assessing quality of life of people with 
mental health problems [74], digital assistance for physiotherapeutic treatments [75] and digital health interventions to manage stress 
at the workplace [53], the use and testing of VSD methods for the design of digital interventions focused on autobiographical memories 
are still an open avenue of research. 
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4.5. Limitations 

This study has several limitations. The dataset has a limited number of reminiscence cases (6.7% of transcripts), which was 
generated by a naturalistic observation study comprising only four days of data collection and 66 participants. Although the dataset in 
our study is larger than the one of similar studies on the detection of older adults’ reminiscence [28,30], the rather limited sample size 
affects the performance of the ML models. In particular, this limitation does not allow the use of data-intensive ML methods, such as 
neural networks, to detect reminiscence and its functions. Therefore, future research may also consider the use of large language 
models to generate high-quality synthetic examples of transcribed young adults’ autobiographical memories [76]. However, the use of 
larger sets of data makes the manual transcription and coding of conversations unfeasible. Therefore, (semi-) automated methods have 
to be considered to scale the proposed approach [31]. Further, although the EAR method allows recording snippets of conversations, 
data used in this study comprise only the transcripts of the utterances of the study participants and their reminiscence-related coding. 
The goal of this study was to assess the feasibility of detecting reminiscence and its functions automatically using ML and NLP methods. 
This said, future research may consider ML pipelines including also the formal coding of social behaviors and interactions in the audio 
files [58] collected by the passive sampling of participants’ language use in everyday life (e.g., via the EAR). Finally, our work is based 
on a single study. In particular, the transcripts we considered were in German. Therefore, future research needs to investigate the 
generalizability of our results, including the use of different languages. 

5. Conclusion 

Naturalistic observation methods and unobtrusive technology allow collecting young adults’ everyday conversations to study the 
production of reminiscence and its functions beyond existing techniques used to investigate autobiographical memories. We have 
provided a quantitative analysis of the occurrence of reminiscence and its functions in young adults’ everyday life conversations using 
the corpus of transcriptions of their utterances collected with the EAR technology. Using NLP and ML, we automatically detected 
reminiscence and its negative functions by considering the transcripts of young adults’ everyday conversations. Our approach repli-
cates previous attempts with the detection of older adults’ reminiscence in everyday life and it improves the performance of existing 
benchmarks. Then, we provided actionable recommendations on how to use our NLP and ML methodology to design digital health 
interventions that foster young adults’ well-being by promoting self-reflection on their daily reminiscence activities. We also com-
mented on the use of value sensitive design to address young adults’ concerns and wishes for digital health technology. In summary, 
our study’s quantitative approach and results open up new avenues for investigating young adults’ production of autobiographical 
memories in their everyday life using machine learning and natural language processing methods. Further, it informs the design of 
digital health interventions managing young adults’ well-being by promoting self-reflection on reminiscing and proving ways to cope 
with the emergence of reminiscence events that are detrimental to their physical and mental health. 
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Appendix  

Table A1 
POS-tags  

Variable Description 

INTJ Interjection 
PUNCT Punctuation 
VERB Verb 
PART Particle 
NOUN Noun 
ADP Adposition 
DET Determiner 
ADJ Adjective 
PRON Pronoun 
ADV Adverb 
NUM Numeral 
AUX Auxiliary 
CCONJ Coordinating conjunction 
PROPN Proper noun 
INTJ Interjection 
SCONJ Subordinating conjunction 
SYM Symbol   

Table A2 
Grids for Hyperparameter Tuning  

Pipeline element Hyperparameters Grid 

SMOTE number of neighbors [1,5,9,13] 
BOW features n-grams 

stopwords 
[(1, 1), (1, 2)] 
[stopwords,1 None] 

POS features n-grams [(1, 1), (1, 2)] 
RFE algorithm number of features to select (Experiment I) 

number of features to select (Experiment II) 
number of features to reduce at each step 

[10,20,30] 
[5,10,15,20,30] 
[0.25, 0.5] 

ML models (XGB, LIGHT) number of trees 
maximum tree depth 
learning rate 

[10, 50, 100, 200, 300, 400] 
[1,3,5,10] 
[0.001, 0.01, 0.1, 1.0] 

ML models (RF) number of trees 
maximum tree depth 

[10, 50, 100, 200, 300, 400] 
[1,3,5,10] 

Voting classifier (4 models) Ensemble weights ωi [5, 15, 25, 35, 45, 55, 65, 75, 85, 95]2 

Voting classifier (3 models) Ensemble weights ωi [10, 20, 30, 33, 34, 40, 50, 60, 70, 80]2 

Voting classifier (2 models) Ensemble weights ωi [10, 20, 30, 40, 50, 60, 70, 80, 90]2  

1 Stopwords is the list of German stopwords in the Python library spacy. 
2 The N-th Cartesian product of the grid is computed and only the N-tuples summing to 100 are kept for tuning, where N is the number of 

models in the ensemble. 
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