
Orienting of Visuo-Spatial Attention in Complex
3D Space: Search and Detection

Akitoshi Ogawa* and Emiliano Macaluso

Neuroimaging Laboratory, Santa Lucia Foundation, Via Ardeatina 306, Rome, Italy

r r

Abstract: The ability to detect changes in the environment is necessary for appropriate interactions with
the external world. Changes in the background go more unnoticed than foreground changes, possibly
because attention prioritizes processing of foreground/near stimuli. Here, we investigated the detectabil-
ity of foreground and background changes within natural scenes and the influence of stereoscopic depth
cues on this. Using a flicker paradigm, we alternated a pair of images that were exactly same or differed
for one single element (i.e., a color change of one object in the scene). The participants were asked to
find the change that occurred either in a foreground or background object, while viewing the stimuli
either with binocular and monocular cues (bmC) or monocular cues only (mC). The behavioral results
showed faster and more accurate detections for foreground changes and overall better performance in
bmC than mC conditions. The imaging results highlighted the involvement of fronto-parietal attention
controlling networks during active search and target detection. These attention networks did not show
any differential effect as function of the presence/absence of the binocular cues, or the detection of fore-
ground/background changes. By contrast, the lateral occipital cortex showed greater activation for detec-
tions in foreground compared to background, while area V3A showed a main effect of bmC vs. mC,
specifically during search. These findings indicate that visual search with binocular cues does not impose
any specific requirement on attention-controlling fronto-parietal networks, while the enhanced detection
of front/near objects in the bmC condition reflects bottom-up sensory processes in visual cortex. Hum
Brain Mapp 36:2231–2247, 2015. VC 2015 The Authors Human Brain Mapping Published by Wiley Periodicals, Inc.
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INTRODUCTION

In everyday life, we can detect and recognize objects
embedded within complex scenes that contain many ele-
ments competing for processing resources. The ability to
detect changes within such complex environments is
important to guide behavior in natural dynamic environ-
ments. Many factors contribute to the selection and detec-
tion processes, including the location of the change in
depth. Changes occurring near to the organism should be
registered and processed with a higher level of priority,
compared with events occurring at far distances [Ozkan
and Braunstein, 2010, see also Pomplun et al., 2013].
Experimentally, the ability to detect changes has been
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investigated using the flicker paradigm [Rensink, 2002;
Rensink et al., 1997]. In this paradigm, two pictures are pre-
sented in alternation with a blank image briefly presented
between them. The pictures are identical, but for one
change that is the target of the detection task. The visual
disruption associated with the presentation of the interven-
ing blank image reduces the ability to detect the difference
between the two pictures (i.e., change blindness). However,
when attention is focused on the target—e.g., by informing
the participant about the target location—the change can be
easily detected [Cavanaugh et al., 2004; Rensink, 2002 see
also Lathrop et al., 2011; Seegmiller et al., 2011].

Here we used the flickering paradigm to investigate
behavioral and neuro-physiological correlates of the alloca-
tion of visuo-spatial attention in complex three-dimensional
(3D) environments. Previous studies using simple visual
stimuli showed that changes in the foreground are more
detectable than those in the background, even if the changes
in the background are larger than those in the foreground
[Mazza et al., 2005; Turatto et al., 2002]. This is consistent
with the notion that foreground (nearer) locations receive
higher processing priority, possibly via enhanced allocation
of spatial attention there compared to background objects
[Ozkan and Braunstein, 2010, see also Pomplun et al. 2013].

In these previous studies, the foreground/background
position of the target was rendered using monocular cues
only, i.e., texture and perspective. This leads to the ques-
tion of whether binocular depth signals would further
modulate change detection at front/back locations. A few
studies that investigated the role of binocular cues in vis-
ual search revealed that these cue can make visual search
in 3D space more efficient [Nakayama and Silverman,
1986; see also Finlayson et al., 2013]. Binocular signals can
be used to segregate objects in 3D visual space [Chau and
Yeh, 1995], making the allocation of attention more effi-
cient and facilitating the detection of the search targets.
However, the question remains of whether such enhanced
foreground–background segregation also results in facili-
tated change detection. Thus, here we crossed the factors
of target-position (foreground/background) and viewing-
condition (bmC/mC: binocular and monocular depth cues
vs. monocular cues only) asking whether these would
interact with each other or would jointly contribute to task
performance, but via separate mechanisms.

From the neuroimaging perspective, visual search has
been studied extensively, but typically using visual dis-
plays with simple items (e.g., bars, letters, and faces) and
without any depth cues. Overall these studies associated
serial/inefficient visual search with the activation of the
dorsal fronto-parietal attention network that includes the
superior parietal lobule, the intraparietal sulcus (IPS) and
the frontal eye fields (FEF) [Corbetta and Shulman, 1998;
Fairhall and Macaluso, 2009; Shulman et al., 2003, 2007].
By contrast, the detection of behaviorally relevant targets
has been associated with the activation of a ventral fronto-
parietal system that includes the inferior parietal lobule
(angular gyrus [AG], supramarginal gyrus [SMG]) and the

inferior frontal gyrus [Linden et al., 1999; Shulman et al.,
2007, 2009; see also Corbetta et al., 2008]. These areas are
also involved in attention reorienting in depth, when bin-
ocular cues are available (close-to-far or far-to-close, in 3D
space [Chen et al., 2012]). Accordingly, it can be hypothe-
sized that change detection in complex 3D space may fur-
ther tax on these fronto-parietal networks. This would
demonstrate that these networks can make use of disparity
signals for the control of visuo-spatial attention.

Alternatively, disparity signals may contribute to the
processing of complex scenes primarily via modulation of
activity in occipital visual cortex. Change detection tasks,
without any disparity cue, have consistently highlighted
the role of the visual areas that represent the target-
defining feature. Beck et al. [2001] reported activation of
the fusiform gyrus for face-changes versus a more medial
and anterior region for place-changes. The lateral occipital
complex (LOC) has been associated with the detection of
object repetitions [Schwarzkopf et al., 2010], while change
detection of landmark buildings was associated with the
activity of single neurons in human parahippocampal
gyrus [Reddy et al., 2006]. If depth cues affect processing
of foreground/background objects via modulation of sen-
sory representations, it can be hypothesized that perform-
ing a change detection task in 3D space will involve
occipital regions processing the binocular cues (e.g., V3A
[Brouwer et al. 2005; Neri et al., 2004; Ogawa and Maca-
luso, 2013; Tsao et al., 2003]) and/or regions involved in
object representation (e.g., LOC [Grill-Spector, 2003; Grill-
Spector et al., 1999; Malach et al., 1995]). Moreover, binoc-
ular cues may influence brain activity during search, i.e.,
when these cues can help selecting objects for attention
focusing (e.g., via object-background segmentation [Cotter-
eau et al., 2011]), and/or brain activity associated with
change-detection, when the participant becomes aware of
the target position in 3D space.

Accordingly, in this functional magnetic resonance
imaging (fMRI) study we asked participants to detect color
changes of objects placed within natural scenes that were
presented either with binocular and monocular cues
(bmC) or with monocular cues only (mC). The target
object was selected either in the foreground or in the back-
ground. Behaviorally, we expected faster and more accu-
rate performance for “front” than “back” targets [cf.
Mazza et al., 2005; Ozkan and Braunstein, 2010; Turatto
et al., 2002], with a further advantage when the display
also included the binocular cues [cf. Finlayson et al., 2013;
Nakayama and Silverman, 1986]. The fMRI analyses sepa-
rated search-related activity and detection-related activity.
We expected that search, and any contribution of binocular
cues to this, would primarily affect activity in the dorsal
fronto-parietal attention network; while detection-related
effects should engage the ventral fronto-parietal network
[Shulman et al., 2007]. Detection-related activation in the
ventral system may be further modulated according to the
location in depth of the target object [Chen et al., 2012]. In
addition, we hypothesized that target-position and viewing-
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condition would influence the “figure on ground” segrega-
tion of objects presented at different depths, with the pres-
ence of binocular cues further facilitating the processing of
foreground objects. The latter may entail additive effects of
“front” target-position (e.g., segmentation processes in LOC
[Finlayson et al., 2013]) and “bmC” viewing-condition (e.g.,
processing of binocular signals in V3A [Cottereau et al.,
2011; Tsao et al., 2003]), or the two factors interacting in the
same brain region (e.g., LOC and/or V3A).

MATERIALS AND METHODS

Subjects

Twenty subjects (aged 20–31, mean 5 23.6 years, 11
females and 9 males) with no history of neurological or psy-
chiatric illness participated in the experiment. All had nor-
mal or corrected-to-normal visual acuity with contact lenses.
They reported no difficulty to perceive stereoscopic depth
when viewing 3D pictures. All participants gave written
informed consents prior to the experiment. The study was
approved by ethical committee of Santa Lucia Foundation.

Experimental Paradigm

We used a change detection task [Beck et al., 2001; Huet-
tel et al., 2001] with pictures of natural scenes. Each trial
consisted in the repeated presentation of two pictures,
with an interleaved blank image (Fig. 1A). The two pic-
tures could be either identical (i.e., target-absent) or they
could differ for one single item (i.e., target-present). The
target was created by changing the color of one object,
either in the foreground or in the background of the scene
(“front vs. back” target-condition: F vs. B). In different
blocks the pictures were presented with or without stereo-
scopic depth cues. Given that even in the absence of any
binocular cue, the monocular cues can contribute to the
perception of object position in depth (e.g., occlusions, per-
spective, and relative size; see also discussion section), we
labeled the two viewing-conditions: “bmC” vs. “mC”. The
task of the participants was to report the presence of the
target, by pressing a button as soon as they detected the
change. The analyses of the imaging data assessed the
effect of target-position (F/B), viewing-condition (bmC/
mC), and any interaction between these, separately on
brain activity associated with the “search” of the target
and with the “detection” of the target. The experiment
included a localizer fMRI scan, aiming to individually
identify the disparity-selective V3A and the object-
selective LOC in the occipital visual cortex.

Trial Structure and Conditions

Each trial consisted in the repeated presentation (six
times) of two images, with an interleaved blank screen.
On target-present trials (F/B conditions), the two images

were different, while in the “same” condition (S) only the
original picture was used. Each image presentation lasted
for 400 ms, while the blank screen was shown for 100 ms
(see also Fig. 1A). Accordingly, the overall duration of a
trial was 6 s and the sequence of alternating images and
blank screens continued even if the participant detected
the target and pressed the response button (i.e., the stimu-
lus duration was fixed, irrespective of individual perform-
ance). The intertrial interval was variable between 2 and
4 s (mean 5 3 s).

The experiment included 192 trials, with the six main
conditions repeated 32 times each (bmC-F, bmC-B, bmC-S;
and mC-F, mC-B, and mC-S, with “S” standing for
“same”, i.e., target-absent trial). The stimulus set included
96 pictures (see also below), with each picture presented
to the subject twice: once with binocular cues (bmC: either
with F, B or S target-condition) and once without the bin-
ocular cues (mC: with a different target-condition than
during the bmC presentation). The mC/bmC viewing-
conditions alternated every six trials in a blocked-design
manner. Within each of these six-trials mini-blocks, F/B/S
conditions were randomized. The use of each picture for
the F/B/S conditions was counterbalanced across subjects.
The 192 trials were presented in four separate fMRI runs,
including 48 trials each.

Stimulus Material

We collected 96 stereoscopic images by taking pictures
with a 3D camera (MHS-FS3, Sony corp.) and by down-
loading images from specialized websites (www.3d-foto-
shop.de and www.panoramio.com). The picture set com-
prised 6 indoor and 90 outdoor naturalistic scenes, includ-
ing people, animals, objects (e.g., statues, ships, fruits,
vegetables, flowers, and vehicles), buildings, etc. All pic-
tures were resampled to a resolution of 960 pixels width
3 540 pixels height. The target for the change detection
task was created by manipulating the hue of the selected
object, between 20� and 180� using Photoshop CS (Adobe
Systems). In each picture we identified two objects to be
used as targets: one in the foreground and one in the back-
ground. There was at least one object behind/further
away from the “foreground” target objects, and at least
one object nearer/in front of the selected “background”
objects. Thus, note that here the definition of “foreground”
and “background” targets was not related to the zero dis-
parity plane but instead reflected to the relative position of
an object with respect to the other objects in the scene
(please see also below).

For each picture we computed a depth-map and further
verified the relative position in depth of the two selected
objects. The depth-maps were calculated using the HL-
SIFT flow between left and right images [Liu and Yuen,
2011; Lowe, 1999; see also, Ogawa et al., 2013]. The raw
disparity values of the foreground targets ranged between
222.1 and 30.2 pixels (mean 5 2.97, SEM 5 2.15)
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corresponding to 212 to 45.4 arcmin (mean 5 3.56,
SEM 5 2.58), while the range of disparities for the back-
ground targets was between 210.0 and 37.9 pixels (mean-
5 10.5, SEM 5 2.27), that is, from 226.5 to 36.2 arcmin
(mean 5 12.6, SEM 5 2.72). However, it should be noted
that the distance between the lenses of 3D camera was
unknown for most of the pictures. Therefore, we normal-
ized the disparity values before comparing across pic-
tures/conditions. The normalized depth-maps included
values ranging from 0 (nearest) to 21 (farthest; see also

Fig. 1D). These normalized depth-values represent the rel-
ative depth of an object within the range of depths in each
picture, but not the absolute depth-position of the object
or its distance from the zero-disparity plane. We formally
confirmed that the “foreground” targets had a smaller rel-
ative disparity that the “background” targets using as Wil-
coxon signed-rank test (z 5 3.22, P< 0.01). Indeed, except
for two images where a partial occlusion of the back-
ground target-object made the results of this computa-
tional approach unreliable, the normalized depth-value of

Figure 1.

Change-detection task and behavioral results. A: Time course of

a trail. Two pictures were presented sequentially (400 ms), with

an interleaved blank image (100 ms). The cycle was repeated 6

times, for total trial duration of 6 s. The two pictures could dif-

fer because the color of one object was changed (see “target”

in the example). In different conditions, the target object was in

the foreground (F), in the background (B), or there was no

change (“same” condition). The participants were asked to press

a button as soon as possible when they found the change. B:

Modeling of the blood-oxygen-level dependent response. Each

trial was modeled using a combination of predictors (see also

Table I). The Hit trials (target-present and correct detection by

the participant) were dived in a “search” phase (Search), a

“response” event (Resp, i.e., target detection in analysis) and a

“post-detection” phase (postDet). The Miss and CR trials

included only the “search” phase. C:The response times on Hit

trials. Reponses in the bmC conditions were significantly faster

than in the mC conditions, and changes in the foreground were

detected significantly faster than changes in the background.

Error bars are standard error. *P< 0.05, ***P< 0.001. D: Exam-

ple of the computation of the fixation depth-values for one

image. The depth-map (lower panel) was computed using the

algorithm of HL-SIFT flow (Lowe, 1999) and normalized to val-

ues between 0 (nearest) and 21 (farthest). The violet dots

(bmC-viewing) and the yellow dots (mC-viewing) show the

fixation-positions across all subjects. E: The time course of fixa-

tion depth-values. Fixation depth gradually moved from close to

far both in bmC and mC conditions, indicating that the partici-

pants searched foreground/near locations first. Error bars are

standard error.
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the foreground target was always larger than that of the
background target in the same image.

Moreover, we carried out additional tests to check that
there was no systematic difference in “target size” and
“target eccentricity” between the objects selected as front
and back targets. For each picture, we created two target-
images by computing the RGB difference between the
original picture and the two modified pictures that
included the targets. The target images were transformed
to grayscale with an R:G:B ratio 5 0.2989:0.5879:0.1140, and
the value of each pixel was normalized in the 0 to 1 range,
i.e., from black to white. The images were then binarized
(threshold 5 0.05) resulting in the final target-image, with
pixel value 5 1 at the position of the color change (i.e., tar-
get-position) and pixel values 5 0 everywhere else. With
these target-images, we estimated the target-size as the
number of pixels with value 5 1; and the target-
eccentricity considering the point of gravity of the target
area (x0, y0). The point of gravity was calculated as
follows.

x05

X540

i51

X960

j51

jBði; jÞ

A
; y05

X540

i51

X960

j51

iBði; jÞ

A
(1)

where A5
X540

i51

X960

j51
Bði; jÞ and B(i, j) 5 1 if (i, j) was in

the target area, otherwise B(i, j) 5 0.
We compared the target sizes and the target eccentric-

ities between front (F) and back (B) conditions using
paired t tests. No significant difference was found neither
for target-size (t95 5 0.107, p 5 0.91) nor for target-
eccentricity (t95 5 1.18, p 5 0.24). Accordingly, any effect of
target-position (e.g., faster detection and/or greater brain
activity in F vs. B or vice versa) should not reflect any triv-
ial confound related to the choice of the pictures or of the
target objects. Please note that despite these attempts to
equate the targets’ characteristics across conditions, there
are a number of other untested aspects that may have dif-
fered. For example, previous behavioral work showed that
objects in the background are perceived as being larger
than foreground objects [Arnold, et al., 2008]. This may
predict that changes in background would be more detect-
able, which is the opposite of our current results (see Fig.
1C; and Results section, below). Nonetheless, we acknowl-
edge that a limitation of using complex and naturalistic
stimuli is that these do not allow controlling for all possi-
ble low-level aspects of the sensory input.

Stimulus Presentation and Eye-Tracking

The presentation of the stimuli and the recording of the
button-presses were controlled using “psychophysics
toolbox” [Brainard, 1997] running on MATLAB 7.1 (Math-
Works). The visual stimuli were presented using a LCD
projector (NP216G, NEC Corp.) operating at 120 Hz, which
was synchronized with a linear polarizer (DepthQVR , Light-

speed Design). The stimuli were projected on a semi-
opaque screen positioned inside the magnet and that was
viewed via a mirror system. The participants wore a MR-
compatible passive 3D eyewear allowing them to view the
polarized images just with the left or the right eye. This
generated the stereoscopic stimuli, when different images
were projected to the two eyes (i.e., in the bmC condition).
Presenting the same image to both eyes generated in the
mC condition. The pictures were viewed at a visual angle
of 10.8� height and 19.2� width.

During the fMRI experiment the eye-position was
recorded using an MR-compatible eye-tracker operating at
60 Hz (ASL 5000, Applied Science Laboratories). Before
scanning, calibration was performed using a grid of nine
fixation points. Data were processed using in-house soft-
ware (www.slneuroimaginglab.com/mt-tools). We used a
saccade velocity threshold (> 60�/s) and a fixation dura-
tion threshold (>100 ms) to classify saccades and fixations
in each trial. The eye-tracking data of two subjects were
excluded because of low quality due to reflection artifacts
(contact lens), leaving 18 subjects for the eye-position
analyses.

Detection Performance and Eye-Movement

Analyses

There were four types of possible behavioral responses:
correct detection in target-present trials (Hit), incorrect
responses in target-absent trials (False alarm), no response
in target-present trials (Miss), and no response in target-
absent trials (correct rejection [CR]). On target-absent trials
the performance was at ceiling (False alarms 5 3.4%;
CR 5 96.6%), thus the analyses of the behavioral responses
(accuracy and reaction times) focused on the target-present
trials. With these, we performed two-way repeated-measure
analysis of variances (ANOVAs) assessing the effect of
“mC/bmC viewing-condition” and “F/B target-position”
on hit rates (performance 5 Hits / (Hits 1 Misses)) and
detection times (Hit trials only).

The analyses of the eye-movement data aimed to assess
whether there was any systematic relationship between
the patterns of eye movements and the presence of binocu-
lar depth signals. We considered only Miss and CR trails,
i.e., when the participants searched the display for the
entire duration of the trial. Previous studies highlighted
the tendency of participants to make saccades to the
nearer objects [Ozkan and Braunstein, 2010; Pomplun
et al., 2013]. For example, Pomplun et al. [2013] used a vis-
ual search task with slanted and colored geometric objects
under the stereoscopic viewing. They investigated the
search strategy when the targets and distractors were pre-
sented across different depths, and found that participants
trended to perform the initial saccades towards objects in
the closest plane. Accordingly, here we hypothesized that
participants would prioritize the exploration of near/front
positions compared with far/back positions, and we asked
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whether the mC/bmC viewing-conditions influenced this
pattern of exploration. For this, we considered the depth-
map associated with each picture (cf. above) and deter-
mined the depth-values at subsequent fixations (cf.
Parkhurst et al., 2002 for a related approach, but using
saliency-maps rather than depth-maps; see also Fig. 1E).
For each trial and each subject, we examined the first four
fixations and averaged the depth-values within a 21-pixel
square, separately for each fixation. For each fixation in
the sequence, the depth-values were averaged across
images separately in the mC and bmC conditions. The
choice of four fixations’ sequences ensured that these anal-
yses included at least the data of 10 trials for each subject
at each fixation in the sequence. The normalized depth-
value data were assessed using a two-way repeated-meas-
ures ANOVA, with the factors of: “fixation” (1–4) and
viewing condition (mC/bmC). Please note that these tests
made used of normalized depth-values (cf. above) and
thus assessed relative changes “within-picture,” rather
than evaluating shifts of gaze between specific/absolute
depth-positions.

Image Acquisition

A 3T scanner Allegra (Siemens Medical Systems, Erlan-
gen, Germany) equipped for echo-planar imaging (EPI) was
used to acquire functional magnetic resonance images. A
head-sized quadrature volume coil was used for radio fre-
quency transmission and reception. Mild cushioning mini-
mized head movement. Thirty-two slices of functional
images were acquired using blood oxygenation level
dependent imaging (192 mm 3 192 mm 3 120 mm, in-
plane resolution 5 64 3 64, pixel size 5 3 mm 3 3 mm,
thickness 5 2.5 mm, 50% distance factor, TR 5 2.08 s,
TE 5 30 ms), covering the entire cortex. We acquired 296
scans in the functional localizer (see below) and 216 scans
in each of four runs of the main experiment. The first four
scans in each fMRI run were discarded to ensure magnet-
ization equilibrium.

Image Preprocessing

We used SPM8 (Wellcome Department of Cognitive
Neurology, University College London) on MATLAB to
process the acquired images. In preprocessing, we per-
formed slice-timing correction using the middle slice as a
reference, scan-to-scan realignment, normalization to the
EPI template of SPM8, resampling the images with the
voxel size of 3 mm 3 3 mm 3 3 mm, and spatial smooth-
ing (FWHM 5 8 mm). A high-pass filter of 128 s was used
to remove low-frequency noise.

Modeling of the fMRI Responses

The aim of the current study was to investigate the effect
of target-position (F/B) and viewing-condition (mC/bmC),
plus any interaction between the two, specifically on activity
associated with search and with change detection. For this,
our main analyses included multiple trial phases with vari-
able durations (see Fig. 1B; and Models A and B in Table I);
but we also carried out an additional control analysis using
fixed 6-s durations and sorting each trial into a specific
experimental condition (Model C in Table I, and see below).

For the analyses including multiple trial phases, the indi-
vidual blood-oxygen-level dependent (BOLD) time series
were modeled with two separate general linear models
(GLM), because including of all the effects of interest (F/B 3

bmC/mC) on all phases of the trial lead to high correlations
between predictors. Accordingly, one analysis focused on the
detection-related activity and included four separate regres-
sors for the detection phase (F/B 3 mC/bmC), but only two
regressors for the search-related activity (mC and bmC condi-
tions), see Model A in Table I. The second main analysis
focused on search-related activity, thus now including four
separate regressors for the search phase (F/B 3 mC/bmC)
and two regressors for the detection-phase, see Model B.

Model A included a total of 10 predictors (cf. Table I).
Four predictors modeled the correct detections in target-
present trials (i.e., Hits), using single events time-locked to

TABLE I. Regressors used in Model A, B, and C (first-level analyses)

Model A Target-present Target-absent
Search PostDet Detection CR

bmCa mCa bmCa mCa bmC-F bmC-B mC-F mC-B bmC mC

Model B Target-present Target-absent
Search PostDet Detection CR

bmC-F bmC-B mC-F mC-B bmC-F bmC-B mC-F mC-B bmC* mC* bmC mC

Model C Target-present Target-absent
bmC mC CR

F-Hit F-Miss B-Hit B-Miss F-Hit F-Miss B-Hit B-Miss bmC mC

aF and B conditions were collapsed.
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participant’s responses. The four predictors accounted sep-
arately for detection-related activation of front and back
targets, in mC and bmC viewing-conditions. The remain-
ing six predictors modeled the other phases of the trial
(Fig. 1B). For Hit trials, we considered a “search” phase
that started at the stimulus onset and ended at the time of
target detection (i.e., the button-press), and a “post-
detection” phase that started at the button-press and lasted
until the end of the stimulus presentation. In both the
cases, the predictor consisted of mini-blocks with a vari-
able, trial-specific duration that depended on the
detection-time of the participant. The “search” and the
“post-detection” (“postDet”) phases were modeled with
two regressors each, accounting for the effect of mC/bmC
viewing but not of F/B target-position. The model
included two additional predictors modeling the target-
absent trials (duration 5 6 s) separately for mC and bmC
viewing-conditions.

The Model B included 12 predictors and was conceptu-
ally similar to Model A but now focusing on search-related
effects. The detection phase included only two event-related
predictors corresponding to target-detections in mC and
bmC conditions but pooling F and B targets. The search
phase in target-present trials was modeled using four sepa-
rate predictors corresponding to trials including F and B
targets, presented in mC and bmC conditions (miniblocks
with a duration corresponding to the actual, trial-specific
duration of the search). The “postDet” phase of these trials
also included four predictors given by the crossing of the
F/B 3 mC/bmC conditions (duration 5 6 s minus the trial-
specific duration of the search phase, see Fig. 1B). Again,
the target-absent trials were modeled separately for bmC
and mC viewing-conditions (miniblocks with duration 5 6 s).

Because these multiple phases models included different
trial-durations across conditions (e.g., shorter search for
front- vs. back-targets, see Fig. 1C), and did not model the
target-position by viewing-condition interaction for the
phase of no interest (e.g., the search phase in Model A,
which was used to test detection-related effects), we car-
ried out an additional control analysis seeking to replicate
our main results but now using a single-phase fixed dura-
tion model (Model C, Table I). The single-subject GLMs
included 10 conditions corresponding to F-Hit, F-Miss, B-
Hit, B-Miss and CR; separately for the two viewing condi-
tions (bmC/mC). Each experimental trial was assigned to
one of these conditions, and the corresponding events
were modeled with a fixed duration of 6 s (i.e., the dura-
tion of the visual presentation), time-locked to the stimu-
lus onset. We investigated search- and detection-related
effects, and any influence of target-position and viewing-
condition on these, by directly comparing different trial-
types (see group-level analyses below).

V3A and LOC Functional Localizer

Together with the main change detection experiment,
we also performed a localizer fMRI run with the aim to

identify area V3A (visual disparity) and area LOC (object
recognition) on a subject-by-subject basis. The localizer
consisted of blocks of bmC intact-objects (bmC-i), mC
intact-objects (mC-i), and mC scrambled-objects (mC-s)
that alternated every 20 s. In each block, 12 pictures were
presented. Each picture was presented for 1.2 s, followed
by a blank screen lasting for 0.5 s. The pictures were shot
using a 3D camera (MHS-FS3, Sony co.). Each picture
included a single familiar object (e.g., banana, mug, sta-
pler, etc.). The object was put on a gray paper sheet in
front of a black background. The distance between the
camera and the object was approximately 50 cm, with the
camera down-facing at an angle of approximately 30�.
Overall, we used 72 different pictures (5 24 objects 3 3
conditions).

During the functional localizer scan, the task of the par-
ticipant was to press a button as soon as possible, when
the same picture was presented twice in a row (i.e., one-
back task). Each block included 12 pictures, with three
repeated pictures (25% of targets). There were 10 blocks
for each of the three conditions (bmC-i, mC-i, and mC-s).
The total duration of the functional localizer was approxi-
mately 10 min.

Group-Level Analyses of the Functional Data

Statistical inference at the group level was performed by
computing contrast-images in each subject and assessing
these with a set of one sample t tests and repeated-
measures ANOVAs [Friston et al., 2002]. First, we used
Model A to identify brain activity associated with search
and with change detection, irrespective of F/B and mC/
bmC conditions. For each subject, we computed two con-
trast-images: one corresponded to the difference between
the “search” minus the “post-detection” (“postDet”) condi-
tions, and one averaged the four detection conditions (see
target-present column in Table I, Model A). Using two
separate one sample t tests, we assessed the overall activa-
tions and deactivations associated with search (“search vs.
postDet”, cf. Fig. 2A,B) and the overall effect of change-
detection (mean of the four “detection” conditions,
Fig. 2C).

Then we turned to the effects of F/B and mC/bmC,
using Model B for the search phase and Model A for the
detection phase (see above, and Table I). Two separate
repeated-measures ANOVAs included either the four
search-related contrast images from Model B (F/B 3

mC/bmC), or the four corresponding contrasts for the
detection-related effects from Model A. Within these
ANOVAs we tested for the main effects of target-
position (“F vs. B” and vice versa), the main effects of
viewing-condition (“bmC vs. mC” and vice versa) and
the interactions between the two factors. All analyses
above were performed at the whole brain level, using a
statistical threshold of p-FWE 5 0.05, corrected for multi-
ple comparisons at the voxel-level (minimum cluster
size 5 4 voxels).
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Figure 2.

Results of the whole brain analyses: search and detection. A:

During the search phase of the trial, we found the activation in

dorsal fronto-parietal regions including IPS and FEF. The signal

plots show the BLOD response over the entire duration of the

trial, separately for Hit, Miss, and CR trials. While in Miss and

CR trials the activity remained elevated for the duration of the

trial, on Hit trials the BOLD signal decreased earlier reflecting

to the interruption of the search process. Note that the signal

plots are presented here for illustrative purpose only. Data anal-

yses and statistics were based on GLM models using specific

predictors convolved with the hemodynamic response function

(see Methods, Fig. 1B and Table I). B: In the AG we found the

opposite pattern of activity. This area deactivated during search,

with an earlier return to baseline on Hit compared with Miss

and CR trials. C: The detection-related brain activation (ren-

dered in cyan) that comprised the SMG plus several other

regions (see Table II). The signal plots illustrate the time course

of activity in the SMG on Hit trials, time-locked to the partici-

pant response (i.e., the change detection). The parietal region

that deactivated during search (cf. panel B) is rendered together

with the effect of change detection. This highlighted an anterior

(SMG, in cyan) / posterior (AG, in yellow) segregation within

the inferior parietal lobule. None of the regions reported in this

figure showed a significant effect of target position (F/B) or

viewing condition (mC/bmC).



Next, we performed more targeted analyses of activity
in visual areas V3A and LOC, considering subject-specific
regions of interest (ROIs). In each subject, we identified
area V3A by comparing the “bmC-i>mC-i” conditions in
the localizer; and area LOC by pooling activity in the two
intact-object conditions and comparing these with the
scramble condition (i.e., “bmC-i 1 mC-i>mC-s”). We iden-
tified peaks of individual activation within 10 mm from
the corresponding group-level effect. Individual ROIs were
defined as 8-mm radius spheres, and the effects of interest
were extracted and averaged using MarsBaR [Brett et al.,
2002]. Group-level analyses comprised t tests and
ANOVAs identical to those described above for the main
whole brain analyses. Significance levels were Bonferroni
corrected for the number of ROIs (n 5 4; P-corr. 5 0.0125).

Finally, we sought to replicate the results obtained with
the multiple-phases models, but now using a single-phase
fixed-duration model. The contrast-images corresponding
to the 10 conditions of Model C were entered in a
repeated-measure ANOVA. To identify search-related acti-
vations, we compared “(Misses 1 CRs)>Hits”: i.e., trials
when the subjects searched for the entire trial duration
(6 s) vs. trials when search was interrupted earlier on (i.e.,
when the target was detected, on average 2.7 s after
stimulus-onset; cf. Fig. 1C). To identify detection-related
activation, we compared “Hits> (Misses 1 CRs)”: i.e., trials
when the subjects detected the target vs. trials that did not
include any detection. It should be noticed that the latter
will also identify any search-related “deactivation” (please,
see also discussion section). As for the main analyses with
multiple trial phases, we investigated the main effects of
viewing-condition (bmC/mC) and target-position (F/B),
and any interaction between the two factors, examining
these effects both at the whole-brain level and within the a
priori defined LOC and V3A ROIs (cf. sections above).

RESULTS

Behavioral responses

The detection accuracy and the response times were
assessed using two-way repeated-measures ANOVAs, with
the factors of viewing-condition (mC/bmC) and target-
position (F/B). Hit rates on target-present trials (i.e., Hit vs.
Miss trials) were: 67.2% (s.e.m. 5 2.1) in bmC-F; 51.2% (2.9)
in bmC-B; 64.5% (1.8) in mC-F; and 48.7% (2.8) in mC-B
condition. The corresponding ANOVA showed that the
detection accuracy was higher in the “Front” than the
“Back” condition (F1,19 5 55.76, P< 0.001) and that partici-
pants detected more targets with bmC than with mC view-
ing (F1,19 5 4.48, P< 0.05). The interaction effect was not
significant. The results of the analysis of the detection times
(Hit trials only) were consistent with the accuracy data:
subjects were faster to detect changes in the foreground
compared to changes in the background (F1,19 5 35.0,
P< 0.001; Fig. 1C) and were faster with bmC viewing than

with two-dimensional (2D) viewing (F1,19 5 5.23, P< 0.05).
Again the two factors did not interact. Thus, overall front-
targets presented in bmC viewing were detected faster and
more accurately than targets in any of the other three con-
ditions, but the factors of target-position and viewing-
condition contributed to this enhanced detection perform-
ance in an independent manner (additive effects).

Next, we asked whether participants fixated near/front
positions first, and whether the presence of binocular cues
modulated the fixation patterns in eye movement. Figure
1E shows the average depth-values (see Methods section)
plotted for subsequent fixations and separately for the
bmC and mC conditions. The eye-tracking results showed
that the participants did indeed look at near-objects first,
and then moved progressively towards objects located fur-
ther away in space (F3,51 5 3.38, P< 0.05). However, this
search behavior was not modulated by bmC/mC viewing-
condition (F1,17 5 0.23, P 5 0.64).

Whole Brain Analyses

First, we investigated brain activity associated with
search by comparing the “search” phase versus the
“postDet” phase of the target-present trials, averaging F/B
target-position and mC/bmC viewing-conditions (see Fig.
1B and Methods section). This showed activation of the
IPS and the superior frontal gyrus (SFG), plus the visual
occipital cortex, the superior colliculus, the anterior insular
cortex, and the medial frontal cortex (Fig. 2A; see also
Table II). The activation of SFG putatively included the
FEF. For display purposes, we extracted the time course of
the BOLD signal from of the areas belonging to the dorsal
attention network (i.e., IPS and FEF). These showed that
on Hit trials there was first an increase of activity that,
after the detection of the target, was followed by a deacti-
vation. The time courses on Miss trials did not include
any deactivation in the late phase of the trial, consistent
with sustained search for the entire duration of the trial
(see signal plots in Fig. 2A).

The reverse comparison (i.e., lower signal during
“search” compared to the “postDet” part of the trial)
revealed deactivation in the AG bilaterally. Analogous
effects were found also in the precuneus, the superior
medial gyrus, and left SFG (Fig. 2B, see also Table II). The
time course of the BOLD signal in the AG showed that, at
the beginning of the trial, the activity decreased irrespec-
tively of trial type (i.e., both in Hit and Miss trials). How-
ever, in Hit trials this deactivation turned into activation
after the target detection, while activity remained low
throughout the search duration in Miss trials. Accordingly,
during active search there was activation of the dorsal
attention-controlling network (IPS and FEF) and the deacti-
vation in the AG. This pattern was maintained for the
entire duration of the trial when the subjects failed to
detect the target (i.e., Miss trials), while in Hit trials the
pattern of activation/deactivation reversed after the detec-
tion of the target.
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Next we turned to brain activity associated with the
change-detection and tested for transient activations time-
locked to the subjects’ response on Hit trials (see Fig. 1B
and Methods section). This showed the expected activation
of the left motor cortex and the right cerebellum, most
likely associated with the right-hand button-press
responses. In addition we found activation of the SMG,
the thalamus, the medial frontal cortex, and the fusiform
gyrus (Fig. 2C). The detection-related activation of the
SMG was anterior to the deactivation of the AG observed
during search. In Figure 2C, the two effects are rendered
on the same anatomical selection to show this partial seg-
regation (change detection in cyan; “Search<postDet” in
yellow; cf. Fig. 2B). The signal plots in Figure 2C show the
BOLD time course in the SMG time-locked to the subject’s
response.

Using repeated-measures ANOVAs we assessed whether
the target-position (front vs. back) and/or the viewing-
condition (bmC vs. mC) affected the patterns of brain activ-
ity associated with active search and with change-detection.
At the whole brain level, we found only an effect of 3D vs.
2D viewing. During search, we found activation of the
superior occipital gyrus, including V3A (left hemisphere: x,
y, z 5 218, 293, 23, Z-value 5 5.32, cluster-size 5 35; right
hemisphere, x, y, z 5 24, 284, 23, Z-value 5 5.55, cluster-
size 5 78; see also ROI analyses, below). Neither the dorsal

fronto-parietal regions that were found to activate during
search (Fig. 2A) nor the AG and SMG in the ventral atten-
tion system (Fig. 2B,C) showed any significant effect of
viewing-condition, target-position, or interactions between
these two factors. Accordingly, both dorsal and ventral
attention-controlling networks appeared to engage to a sim-
ilar degree irrespective of the search environment (mC or
bmC viewing) and the detection of changes in foreground
or background.

ROI Analyses in V3A and LOC

We further investigated the effects of target-position and
viewing-condition, targeting specifically visual areas proc-
essing stereoscopic cues (V3A [Brouwer et al. 2005; Neri
et al., 2004; Ogawa and Macaluso, 2013; Tsao et al., 2003])
and involved in object recognition (LOC [Grill-Spector,
2003; Grill-Spector et al., 1999; Malach et al., 1995]). These
were identified in each individual subject using a func-
tional localizer. Figure 3A shows the localization of V3A
and LOC in the both hemispheres, see also Table III.
Within these ROIs, first we tested for the effect of search
(“search” vs. “postDet” phase) and for any change-
detection activity using one sample t tests (cf. whole brain
analyses). Then we used repeated-measures ANOVAs to

TABLE II. Summary of the results of the whole brain analysis

Contrast/regions

MNI coordinates of
the peak (mm)

z-score (peak) p-FEW (peak) Number of voxelsx y z

Search vs. postdetection
L SFG/FEF 245 23 50 5.38 0.002 6
R SFG/FEF 51 0 56 5.48 0.004 17
L AIC 233 27 21 5.79 < 0.001 31
R AIC 36 24 21 6.05 < 0.001 112
MFC 9 21 47 5.81 < 0.001 51
SC 6 230 24 5.77 < 0.001 91
L occipito-temporal 224 251 216 7.59 < 0.001 1,422
L IPS 227 260 53 5.54 0.001
R occipito-temporal 30 248 210 6.92 < 0.001 1,159

Postdetection vs. search
L AG 248 272 41 6.27 < 0.001 311
R AG 51 266 44 6.24 < 0.001 302
MFC 29 60 17 5.42 < 0.001 70
L SFG 218 33 44 5.55 < 0.001 70
R SFG 24 27 53 5.70 < 0.001 45
Precuneus 9 254 35 5.59 < 0.001 95

Responsea

L SMG 254 248 29 5.71 < 0.001
R SMG 54 239 26 5.98 < 0.001

L, left; R, right; AIC, anterior insular cortex; AG, angular gyrus; MFC, medial frontal cortex; SC, superior colliculus; SFG, superior fron-
tal gyrus; SMG, supra marginal gyrus.
aFor the Response contrast we report only the statistics associated with a relevant peak in the inferior parietal cortex (i.e., the SMG, see
also Fig. 2C), but note that this contrast revealed activation of a large set of regions (see Whole brain analyses: search and detection) that
are not reported here.
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investigate any modulation according to F/B-position and
mC/bmC-viewing, separately in the search and detection
phase of the trial.

We found that the V3A and the LOC were activated
during both search and change detection, but for the right
LOC that showed a deactivation during search (Fig. 3B;
and Table IV, “t tests”). In the right V3A, the ANOVA
revealed a significant main effect of bmC vs. mC viewing
during search. In the left V3A the same effect was also
present but did not survive correction for multiple com-
parisons (Fig. 3B, plots in the top raw; and Table IV,
“ANOVA Search”). During change-detection, the viewing-
condition and target-position did not modulate activity in
area V3A (cf. Fig. 3B, plots in the second row). By contrast,
the LOC did not show any significant effect during search,
but change-detection activity was larger when participants
detected a change in the foreground compared with the
detection of changes in the background (see Fig. 3B lower
panel; and Table IV, “ANOVA Detection”).

Control Analyses Modeling a Single Trial Phase

The main analyses presented above considered multiple
trial-phases with variable durations (i.e., “search,”
“detection,” “post-detection”; see Fig. 1B). Because of this,
we had to construct two different models to investigate
the effects of target-position and viewing-condition on
search- and detection-related activity, and we compared
conditions with different durations (e.g., shorter search for
front- than back-targets, cf. Fig. 1C). Here, we sought to
verify that our main results were not dependent on this
specific, multiple-phases modeling approach. We recom-
puted all the first-level models now using a single-phase
for each trial (fixed-duration 5 6 s) and compared the dif-
ferent trial-types in a group-level ANOVA, see Methods
section.

We tested for search-related effects by comparing
“Misses and CR” vs. “Hits.” This confirmed the activation
the left IPS and the occipital cortex (fully significant after
correction for multiple comparisons, see also Supporting
Information Fig. S1A), while in left premotor cortex we
found activation at an uncorrected level of significance (P-
unc.< 0.001, Z-value 5 3.7; x, y, z 5 257, 23, 41; also note
that the cluster was located more ventrally than that
observed in the main analysis). The reverse comparison
(“Hits” vs. “Misses and CR”) was used to identify any
detection-related effect and revealed an extensive pattern
of activation including both the AG and the SMG in the
inferior parietal cortex (Supporting Information Fig. S1B).
Thus, unlike our main analyses with multiple phases, this
single-phase approach was unable to distinguish between
areas that activated when the target was detected (“Hits,”
in SMG; cf. Fig. 2C) versus areas that deactivated during
search (i.e., negative parameter estimates for “Misses and
CR,” in AG; cf. Fig. 2B,C).

Finally, we examined the patterns of activation in V3A
and LOC using this single-phase control approach.
Considering the search-related effects (i.e., “Misses 1 CR
vs. Hits” trials), the ROI analyses confirmed an effect of

Figure 3.

The result of ROI analyses that targeted the V3A and LOC in

the visual occipital cortex. A: The localization of the ROIs cor-

responding to the V3A and LOC are shown on the 3D brain

template of MRIcron. Color-bars indicate the number of individ-

ual ROIs that overlapped in each voxel (cf. independent localizer

scan). B: Parameter estimates for the search and the detection

phases of the trial. During search, the V3A responded more in

the bmC than mC viewing-condition. By contrast, the LOC

showed a significant effect of target-position during change

detection, with greater activity for the detection of foreground

than background target objects. Error bars are standard error of

the mean. “*”: significant effects, Bonferroni corrected for the

four ROIs (P< 0.0125); “1” the effect was significant (P< 0.05),

but did not survive correction for multiple comparisons.
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viewing-condition in bilateral V3A (bmC>mC; see Table
IV, and Supporting Information Fig. S2 upper panel). The
comparison designed to capture detection-related activity
(i.e., “Hits vs. Misses 1 CR”) revealed again an effect of
target-position in the LOC (F>B), albeit now significant
only in the left hemisphere (see Table IV, and Supporting
Information Fig. S2 lower panel). Thus, the results of the
control analyses that used a single-phase approach and
directly compared different trial-types were overall in
good agreement with our main findings modeling multiple
trial phases (cf. Fig. 2 and Supporting Information Fig. S1;
and Fig. 3A and Supporting Information Fig. S2).

DISCUSSION

We investigated the effects of foreground/background
target-position and of binocular depth cues on change-
detection within naturalistic scenes. Analyses of fixation
patterns revealed that the participants gave higher search
priority to front/near locations and, consistent with this,
they were faster to detect color changes in foreground
compared with background objects. The presence of binoc-
ular cues did not affect fixation patterns and, while overall
improving search performance, the viewing-condition did
not interact with the effect of target-position. During
search, the functional imaging results showed activation of
dorsal fronto-parietal regions (IPS and FEF) and deactiva-
tion of the AG; while the SMG activated transiently upon
the detection of the changes. These patterns of activation/
deactivation in dorsal and ventral attention-controlling
networks were unaffected by mC/bmC viewing-condition
and front/back target-position. By contrast, ROI analyses
based on subject-specific localization of visual areas V3A
and LOC highlighted that the V3A activated during search
under stereoscopic viewing, while the LOC was associated
with the detection of targets in the foreground. These find-
ings demonstrated that target-position and binocular cues
jointly contribute to search in naturalistic scenes, but do so
in an additive, rather than interactive, manner via bottom-
up processing in separate visual areas.

The search for changes within complex scenes requires
the strategic allocation of attention, particularly so in the

flickering paradigm when the presentation of an inter-
leaved blank image disrupts the bottom-up sensory repre-
sentation of the change [Becker et al. 2000]. Here, we
found that regions of the dorsal fronto-parietal attention
control network activated during the search phase of the
trial. These results are in agreement with previous imaging
studies that showed the activation of this network during
search using simple and stereotyped visual stimuli [e.g.,
Pessoa and Ungerleider, 2004; Shulman et al., 2003]. Our
result also highlighted search-related activation in the
superior colliculus and the anterior insula, consistent with
previous studies that associated highlighted the role of
these areas in with attention control [Bell et al., 2004; Fec-
teau et al., 2004; Sapir et al., 1999; Talsma et al., 2010].

However, the level of activation within these regions was
unaffected by the bmC/mC viewing-condition. This seems
to disagree with previous behavioral data indicating that
visuo-spatial attention control takes “depth-information”
into account [Marrara and Moore, 2000; Reppa et al., 2010;
see also Kimura et al., 2009]. Moreover, using functional
imaging, Chen et al. recently highlighted activation of the
dorsal premotor cortex, when participants reoriented visuo-
spatial attention between different depths rendered using
stereoscopic cues [Chen et al., 2012]. This should be some-
what analogous to the shifts of spatial attention that partici-
pants here had to perform when searching for changes in
the bmC condition. However, it should be noticed that in
Chen’s study the shifts of attention were triggered by targets
shown at “invalid” locations after the presentation of predic-
tive pre-cues. An extensive literature indicates that such
“invalid” trials involve a set of complex operations, includ-
ing both spatial and non-spatial processes (e.g., breaches of
expectation, resetting of current attention priorities [Corbetta
et al., 2008; Doricchi et al., 2010; Geng et al. 2006; Vossel
et al., 2006]). By contrast, here visual search entailed primar-
ily endogenous/strategic control, at least before the detec-
tion of the change in Hit trials (see also below).

Also the analyses of the detection phase did not reveal
any significant effect of viewing-condition or target-
position in the attention-controlling networks. When par-
ticipants detected the change, we found that: (a) the SMG
activated transiently; (b) activity decreased in the dorsal
attention system; and (c) activity in the AG, which was
found to deactivate during active search, returned to base-
line. The interplay between dorsal and ventral parietal
regions during search/target-detection has been previ-
ously described by Shulman et al. [2003]. The authors sug-
gested that during active search the deactivation of AG
reflects filtering operations that help reducing the likeli-
hood that distracter-related signals are feed-forward from
lower (“sensory”) areas to higher (“associative”) brain
regions [see also Huettel et al., 2001; Shulman et al., 2007].
Here we replicated these patterns of activation/deactiva-
tion and found a dissociation between the SMG and the
AG, when the modeling of the trial included multiple trial
phases (cf. Fig. 1B, and see below). Unlike the AG, the
SMG did not get deactivated significantly during search,

TABLE III. Mean coordinates (6 standard deviations) of

the functional ROIs V3A and LOC

Left V3A Right V3A

x y z x y z

219 6 4.7 286 6 3.9 29 6 5.5 27 6 4.2 283 6 5.0 29 6 5.5

Left LOC Right LOC

x y z x y z

252 6 4.3 275 6 3.9 3 6 5.7 58 6 3.3 262 6 4.6 7 6 5.7

Coordinates (mm) refer to the standard Montreal Neurological
Institute template space.
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but instead showed a robust transient response when the
target was detected. This fits with the proposal that the
anterior part of the inferior parietal lobule engages when
the participants detect a behaviorally relevant stimulus
[Bledowski et al., 2004; Corbetta and Shulman 2002; Downar
et al., 2001; Kiehl et al., 2001; Linden et al., 1999; see also
Kubit and Jack, 2013; for a recent meta-analysis linking AG
with re-orienting of attention and SMG with target detec-
tion]. Here we extend these previous data demonstrating the
engagement of these activation/deactivation mechanisms
during search and detection in complex naturalistic scenes.

The null-finding concerning the viewing-condition and
target-position in the dorsal and the ventral attention systems
should be interpreted with caution. For instance other meth-
ods, such as multivariate analyses [e.g. Davis, et al., 2014;
Jimura and Poldrack, 2012], may enable revealing effects of
viewing-condition and/or target-position in these fronto-
parietal regions. Moreover, we should note that—together
with binocular disparity—the current stimuli (naturalistic pic-
tures) included many other types of depth cues. For example,
occlusions, perspective, relative size, and illumination can all
provide the attention systems with information about the
position of different objects in depth and, thus, contribute to
the allocation of attention in 3D space. Indeed, previous fMRI
studies that investigated depth perception [e.g., Shikata, et al.,
2001; Taira, et al., 2001] and attention to depth information
[Inui, et al., 2000] using only monocular cues, often reported
activation of the posterior parietal cortex and the intra-
parietal sulcus. Here, monocular cues were present in both
viewing-conditions (i.e., bmC and mC) and any effect associ-
ated with these types of depth cues would be cancelled
when comparing the two viewing conditions.

While not impacting on the level of activation of the
fronto-parietal networks, binocular cues were found to
affect the speed of the target detection (see Fig. 1C),
suggesting that these cues did nonetheless contribute to

attention orienting. The result of the analyses of the fixa-
tion sequences revealed that the participants searched
front locations first, progressively moving towards more
distant objects, and this irrespective of viewing-condition
(Fig. 1E). Accordingly, we suggest that the binocular cues
did not directly influence the overall search strategy but
rather may have contributed to the processing / analysis
of the incoming sensory signals (e.g., figure-ground
segmentation).

Consistent with this proposal, our ROI analyses revealed
an effect of both viewing-condition and target-position in
the occipital visual cortex. Using a localizer scan, we specifi-
cally targeted the visual areas V3A and LOC, because pre-
vious studies highlighted the role of feature-selective visual
areas during change detection tasks [e.g., Beck et al., 2001;
Reddy et al., 2006; Schwarzkopf et al., 2010]. In the V3A,
the ROI analyses confirmed an overall effect of search in
bmC vs. mC, consistent with the whole brain results and
previous data on the processing of binocular cues in dorsal
occipital cortex [Brouwer et al. 2005; Neri et al., 2004;
Ogawa and Macaluso, 2013; Tsao et al., 2003]. The activa-
tion of V3A during search was not significantly different
from the activation during the postdetection phase of the
trial (i.e., viewing-condition 3 trial-phase interaction:
[bmC_Search—mC_Search] vs. [bmC_postDet—mC_post-
Det]; data not shown). This indicates that the responses of
V3A reflected primarily the processing of the binocular
cues, rather than any interaction between the bottom-up
sensory input and any top-down signal associated with the
active search of the target. Nonetheless, previous studies
showed that stereoscopic-viewing supports the segmenta-
tion of objects at different depths [Finlayson et al., 2013],
which can facilitate the representation and selection of
objects in complex 3D scenes [Lee and Saunders, 2011;
Valsecchi et al. 2013]. In turns, this bottom-up effect at the
sensory level could be the basis for the enhanced change-

TABLE IV. Summary of the results of the ROI analysis

Left V3A Right V3A Left LOC Right LOC

z P z P z P z P

Main analyses, with multiple trial phases and variable durations
t tests Search2PostDet 5.09 <0.001 5.29 <0.001 2.64 0.008 2.79 0.005

Detect 2.23 0.026 2.98 0.003 3.78 <0.001 3.42 <0.001

ANOVA search bmC vs. mC 2.41 0.016 (1) 3.16 0.002 1.29 0.199 1.20 0.229
F vs. B 0.23 0.818 0.16 0.871 1.16 0.248 1.86 0.063

ANOVA detection bmC vs. mC 1.42 0.156 0.02 0.983 0.01 0.996 2.24 0.025
F vs. B 0.57 0.571 0.01 0.994 4.35 <0.001 2.50 0.012

Control analysis, with single phase and fixed trial-durations
Search (Miss1CR>Hit) bmC vs. mC 3.25 0.001 2.93 0.003 1.21 0.209 1.00 0.319

F vs. B 2.03 0.043 2.34 0.018 (1) 0.04 0.968 0.03 0.972
Detection (Hit>Miss1CR) bmC vs. mC 1.05 0.292 0.22 0.822 0.53 0.596 2.26 0.024

F vs. B 0.80 0.425 1.73 0.083 2.92 0.003 2.01 0.044

(Bold) Significant effects, Bonferroni corrected (P < 0.00125). (1) Significant effects (P < 0.05), but did not survive correction of multiple
comparisons. (italic) No significant effects.
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detection performance that we found here when comparing
bmC vs. mC conditions (see Fig. 1C).

Segmentation-related processes may also underlie the
effect of target-position (“front> back”) that we found in
the LOC during the detection phase of the trial. The LOC
has been previously involved in the representation of con-
textual information about objects’ position within complex
scenes [cf. Preston et al., 2013]. Furthermore, the LOC can
make use of disparity signals to represent the 3D shape of
objects [Preston et al., 2008], as well as processing dispar-
ity gradients that contribute to the recognition of 3D
objects [Chandrasekaran et al., 2007; Cumming, 2002;
Gilaie-Dotan et al., 2002]. Here, together with the fully sig-
nificant effect of target-position, the right LOC also
showed a marginal effect of “bmC>mC” (not significant
after correction for multiple comparisons but observed
both in the main and the control analyses; see Table IV)
indicating a possible contribution of binocular signals also
in the detection phase of the trial. The latter would be con-
sistent with previous studies showing that targets includ-
ing binocular disparity can facilitate visual search, over
monocular cues only [Finlayson, et al., 2012].

In the LOC, the most robust effect (cf., also “single-
phase” control analyses, in Table IV) concerned the target-
position during the detection phase of the trial, which is
when the subjects became aware of the target identity.
This is consistent with previous studies about the role of
LOC in object recognition [Grill-Spector et al., 1999; Mal-
ach et al., 1995]. The result of current study does not allow
deciding whether here the activation of LOC was a
“cause” of the object-recognition or, rather, it was a
“consequence” of the participants becoming aware of the
presence of the target-object (e.g., Tsubomi et al., 2011;
Vanni et al., 1996; see also Schwarzkopf et al., 2010, who
showed that TMS over the lateral occipital cortex (area
LO) decreased the number of false alarms in a change
detection task, possibly implying a role of this region in
object-representation rather than detection). Nonetheless,
our current finding of a differential effect between fore-
ground/background conditions suggests that it is unlikely
that LOC activation here reflected a general (i.e., not
“depth-specific”) effect of target awareness.

Together with LOC, which was targeted here using a
specific functional localizer scan, also a region in the
transverse occipital sulcus (TOS) has been previously
associated with scene perception and the object process-
ing [Dilks, et al., 2013; Grill-Spector and Malach, 2004;
Schwarzlose, et al., 2008] and might have responded dif-
ferentially to foreground/background targets in the cur-
rent study. Therefore, we also run additional tests
targeting TOS with the same ROI approach used for V3A
and LOC (left TOS: x, y, z 5 234, 287, 9, see Turk-
Browne et al., 2012; right TOS: x, y, z 5 34, 287, 9; i.e.
symmetric in the right hemisphere). These additional
tests confirmed that TOS was indeed activated in the
processing of the naturalistic scenes, but there was no
significant difference between the experimental condi-

tions (bmC/mC and F/B), neither in the search-phase nor
in the detection-phase of the trial.

Thus, overall the ROI analyses indicated that binocular
cues and object-segmentation jointly contributed to the
enhanced detection of the foreground targets in 3D space,
but did so in an additive, rather than interactive, manner
(see also behavioral results) and via processing in different
visual areas, i.e., V3A and LOC.

All our findings discussed above are based on data anal-
yses that separated search and detection processes by
modeling each experimental trial using multiple predictors
(see Fig. 1B). As noted in the method section, this entailed
constructing different models to investigate the effects of
target-position and viewing-condition during search and
detection (Models A and B, cf. Table II) and comparing tri-
als with different durations across conditions (e.g., shorter
search for front- vs. back-targets, see Fig. 1C). This
approach allowed us to take into account the individual
performance on a trial-by-trial basis, using trail-specific
search times for the fMRI modeling. While the use of
variable-duration modeling has been shown to be appro-
priate for the analyses of imaging data [e.g., Grinband,
et al., 2008; Helfinstein, et al., 2014], it might be argued
that the differences of durations could have affected our
results. Accordingly, we carried out additional control
analyses modeling each trial with a single predictor and
directly compared different trial-types, now all with the
same fixed 6-s duration (cf. Model C, in Table I). The
results of these control analyses confirmed all our main
results, both at the whole-brain level (see fronto-parietal
networks, in Supporting Information Fig. S1) and in the
prespecified visual ROIs (V3A and LOC, see Supporting
Information Fig. S2 and Table IV). This demonstrated that
the results of the variable-durations modeling did not arise
merely because of some unwanted confound (e.g., compar-
isons between conditions with different durations, or
unexplained variance in one or the other multiple-phases
model). Moreover, it should be noticed that the single
phase approach did not allow distinguishing between
detection-related effects in the SMG vs. search-related deac-
tivation in the AG (see Fig. 2B,C, and compare with Sup-
porting Information Fig. S1B; see also discussion above).

In summary, we found that both target position in depth
and binocular depth cues contributed to change-detection
within naturalistic scenes. Behaviorally, participants were
faster to detect changes in the foreground than in the
background and when the visual input included binocular
cues. However, the two factors did not interact, suggesting
additive mechanisms. The imaging results associated the
effects of binocular viewing and of foreground target posi-
tion with activity in the visual cortex. The two factors
influenced activity in separate brain regions, with bmC
viewing activating area V3A during search and the detec-
tion of targets in the foreground activating area LOC. We
suggest that these areas contribute to change-detection
performance primarily via by bottom-up processes, includ-
ing binocular representations in the V3A and object
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segmentation in the LOC. By contrast, target position and bin-
ocular cues did not affect activity in higher order fronto-
parietal attention-controlling networks. Active search activated
the dorsal attention network (FEF and IPS) and deactivated
the AG, while target detection activated the SMG in the
ventral attention system. We conclude that bottom-up
processing within sensory regions, rather than strategic
control in fronto-parietal attention networks, mediates the
influence of target-position and binocular-cues during
search and detection in 3D real-world scenes.
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