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Remote monitoring of cardiac implantable electronic devices
(CIEDs) has become routine practice as a result of the advances in
biomedical engineering, the advent of interconnectivity between
the devices through the Internet, and the demonstrated improve-
ment in patient outcomes, survival, and hospitalizations. However,
this increased dependency on the Internet of Things comes with
risks in the form of cybersecurity lapses and possible attacks.
Although no cyberattack leading to patient harm has been reported
to date, the threat is real and has been demonstrated in research
laboratory scenarios and echoed in patient concerns. The CIED uni-
verse comprises a complex interplay of devices, connectivity proto-
cols, and sensitive information flow between the devices and the
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central cloud server. Various manufacturers use proprietary software
and black-box connectivity protocols that are susceptible to hack-
ing. Here we discuss the fundamentals of the CIED ecosystem, the
potential security vulnerabilities, a historical overview of such vul-
nerabilities reported in the literature, and recommendations for
improving the security of the CIED ecosystem and patient safety.

KEYWORDS Cardiac implantable electronic device; Cybersecurity;
Data security; Hacking; Remote monitoring
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Introduction
Technological advances in microprocessors, high-density
battery designs, and biomedical engineering in the last 2 de-
cades have brought major changes to the way wemonitor and
treat patients. These effects have been felt mostly in the field
of cardiology, specifically in the realm of cardiac implantable
electronic devices (CIEDs), which include 2 broad cate-
gories: permanent pacemakers (PPMs) and implantable
cardioverter-defibrillators (ICDs). PPMs and ICDs differ in
programming and functionalities, but at the heart of the tech-
nology is a programmable platform, a lithium ion or other
type of battery, a capacitor, and a pulse generator. With the
advent of the Internet of Things (IoT), these devices can be
used to remotely monitor patients through cloud-based
servers that provide data to the physician or health care
team (Figure 1).

Several studies have shown that remote monitoring (RM)
of these devices improves patient outcomes, survival, and
hospitalizations, and is being recommended as standard of
care in multiple consensus statements and guidelines pub-
lished by the Heart Rhythm Society (HRS).1,2 In view of
this and the demonstrated reduction of in-person visits, the
burden on physicians and clinics, and the established reim-
bursement for remote services, there has been increasing
adoption of RM into medical practice. However, with the
increased dependence on IoT comes risks in the form of cy-
bersecurity lapses and possible attacks. Multiple instances of
such theoretical breaches have been reported by cybersecur-
ity experts and the Food and Drug Administration (FDA) (see
section on CIED security threats and action). Although no cy-
berattack leading to patient harm has been reported to date,
the threat is real, as has been demonstrated in research labo-
ratory scenarios. In a more fictional domain, the popular tele-
vision show Homeland depicts the assassination of the Vice
President of the United States by a terrorist remotely hacking
into the victim’s pacemaker. This may have been a concern in
2007 when doctors replaced then Vice President Dick Che-
ney’s implantable defibrillator and asked the manufacturer
to disable the remote monitoring feature, hoping to keep
out any would-be hackers.3

Here we discuss the basics of the CIED ecosystem; poten-
tial targets for attack; reported events of such vulnerabilities
in the literature, including the mitigation strategies involved;
and recommendations for improving the overall security of
the CIED ecosystem and thus patient safety.
The CIED universe
The CIED ecosystem comprises the implantable device; an
external programmer (used in the physician’s office to
https://doi.org/10.1016/j.hrthm.2020.10.009
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Figure 1 Schematic diagram showing how remote information is transmitted from a patient’s cardiac implantable electronic device (CIED) to the health care
provider. Starting from the patient, information uploaded from the patient’s CIED to the home monitoring system is transmitted to a central archiving system,
which then uploads the information to the physician’s office. Once the physician/care team reviews the uploaded data, they can reach out to the patient to discuss
necessary treatment options. RF 5 radiofrequency. (Illustrated by Dr Shawn Lee.)
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interrogate and program the implanted device); a home
monitor (receives transmission from the implantable device
and sends it through the Internet to the cloud server); the
cloud server; and proprietary software/hardware used by
the physician’s office to access patient data. The flow of
data and information between these devices occurs via
various open source and proprietary protocols that can be ex-
ploited.

Detailed information on the hardware and software archi-
tecture of CIEDs is difficult to obtain due to the proprietary
nature of such devices, but a basic understanding of the de-
vices can be formulated based on information gathered
from patent documents and reverse-engineering efforts of cy-
bersecurity experts. A CIED is composed of 4 essential com-
ponents:

1. Microprocessor: Coordinates activities among the
various components of the device and can be imagined
as the “brain” of the device.

2. Memory: Comprises read-only memory (ROM) and
random-access memory (RAM). The ROM contains
low-level executable data, also known as firmware. The
RAM contains device information, patient recordings,
and treatment algorithms.

3. Telemetry circuit: Responsible for transmitting and
receiving data to and from the home monitor or the
external programmer.

4. Timing circuit: Synchronizes stimulation pulses to the
heart chambers and memory access.

The CIED communicates with the home monitor and
external programmer using either short-range (0–10 cm)
inductive coil telemetry (ICT) with a frequency band of 0–
300 kHz or long-range (0–200m) radiofrequency (RF)-medi-
ated telemetry with a frequency band of 402–405 MHz. The
latter frequency band, also known as the medical implant
communication service (MICS) band, initially was allocated
by the Federal Communication Commission in 1999.4

Because the MICS band is shared with devices utilized in
metrological services, its use has been normalized to avoid
interference. The devices use interference mitigation tech-
niques such as listen before talk to determine the least



Table 1 Attack scenarios, vulnerability explored, and possible harm done

Attack scenario Vulnerability explored/technique used Possible harm

CIED–monitor communication
interception

Intercepting RF signal with SDR Stealing patient information
Interrupting data transmission to home monitor
Inserting wrong data into home monitor, jeopardizing data fidelity

Extraction of health data stored in
monitor

Connecting to debugging ports
MITM attacks during communication between monitor and

central server

Stealing patient information
Inserting wrong data into home monitor, jeopardizing data fidelity

Insertion of malware into monitor MITM attack during firmware update
Connecting to debugging ports

Causing dysfunction of the monitor
Creating a backdoor to steal CIED data
Disabling periodic data transmission between the monitor and central
server, thus delaying timely recognition of life-threatening CIED
recordings

Reading into monitor file system Connecting to USB port and accessing unencrypted drives on the
monitor

Stealing patient information
Corrupting file systems and rendering the monitor nonfunctional
Deleting stored data
Changing stored data and affecting data fidelity
Corrupting transmission protocols, rendering talk between the monitor and
central server ineffective

Introduction of calibration error in the
CIED

Injecting malware through RF commands, especially during
home monitor–CIED interaction via the CIED or programmer

Inappropriate reading of patient rhythms
Blocking delivery of lifesaving treatments to the patient

Keeping CIED telemetry session open
indefinitely

Sending repeated RF signal using SDR Decreasing device longevity by draining the battery

Insertion of malware into CIED Sending unauthorized RF signals using SDR
MITM attack during CIED–programmer communication

Inserting a faulty algorithm that can prevent appropriate shock or cause
inappropriate shock to the patient, causing harm

Stealing patient rhythm data
Creating a backdoor into the CIED that can be exploited during future
attacks

CIED–programmer communication
interception

Intercepting RF signals with SDR Stealing patient information
Interrupting data transmission to home monitor
Inserting wrong data into programmer, jeopardizing data fidelity
Inserting malware into CIED during communication
Inserting faulty algorithms and treatment protocols into CIED that can
cause patient harm/death

Reading into programmer file system Intercepting communication between programmer and central
server, especially during firmware update process

Using USB port or debugging port to read unencrypted files on
the programmer memory

Stealing patient information
Interrupting data transmission between the programmer and central server
Exploiting root access and directory access, injecting malware into the
programmer

Insertion of malware into programmer MITM attack during update session
Accessing USB or debugging port

Stealing patient information
Keeping a backdoor open for future attacks
Injecting faulty algorithms that can be later transmitted to the CIED and
cause patient harm

Causing programmer reading errors, making the device nonfunctional
Unauthorized access to cloud server Exploring DDoS attack

Sending malicious http server request
Massive data breach with potential to affect thousands of patients

CIED 5 cardiac implantable electronic device; DDoS 5 distributed denial of service; MITM 5 man in the middle; RF 5 radiofrequency; SDR 5 software-defined radio; USB 5 universal serial bus.
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interference channel and use adaptive frequency agility to
transmit on the least used channel.5 Although the signal
transmission is governed by well-documented international
protocols, the same does not hold for device authentication.
Existing FDA regulations define good practices but are not
binding on manufacturers.6 Moreover, due to the limitations
imposed by CIED size and design, use of resource-intensive
cryptographic practices such as asymmetric cryptography is
difficult.

The data collected by the home monitor and the external
programmer are transmitted to the cloud server and further
relayed to the physician’s office over the Internet using a vir-
tual private network (VPN). This transmission contains sen-
sitive patient and device data, details of various triggering
events, and physician/medical team information. Unfortu-
nately, there is a threat of the transmission being hacked dur-
ing all stages of the flow of information.7 Per present
guidelines, the CIED cannot directly interact with or down-
load firmware from the cloud server. This is accomplished
only through the external programmer at the physician’s of-
fice using RF telemetry or ICT. However, the RF transmis-
sion can be intercepted using a software-defined radio
(SDR), and then sensitive data could be viewed or malware
implanted into the device during firmware update.

CIEDs reside in a diverse and complex world of open
source and proprietary communication protocols, with major
loopholes that can be exploited to gain unauthorized access to
the devices. These intrusions can lead to data theft, device hi-
jacking, or incorrect algorithm injections that result in inap-
propriate triggering or inhibition of therapies that would
affect patient safety.
CIED vulnerabilities
Hacking is defined as activities that are intended to compro-
mise digital devices, including computers, IOT devices, or
entire networks.8 Although a cyberattack leading to patient
harm has never been documented, multiple avenues exist
through which cyberattacks can be carried out (Table 1).

A. Home monitor–CIED communication. Present guidelines
do not allow initiation of CIED to programmer/home
monitor transmission until the transmission is initiated
by the external device. The exception is Biotronik (Ber-
lin, Germany) devices, for which only the implant can
initiate communication. As such, Biotronik devices are
best classified as “remotely monitored” devices as
opposed to the devices of the other manufacturers, which
are “remotely interrogated.” In addition, most of the de-
vices use cryptography to ensure that transmission occurs
between trusted devices. One technique generally used is
time-based, one-time password (TOP), which generates a
password based on the time and a predefined secret key.
For some devices, the secret key is the device’s model or
serial number. This can enable unauthorized users to
generate valid passwords every time they want to estab-
lish a telemetry session.9 Moreover, certain CIEDs have
hardcoded unencrypted authentication credentials. In
hardcoding, the credentials are written into the source
code during the software development process, as
opposed to obtaining the data from external sources or
generating them at run time.10 Hardcoded entities are
difficult to modify, so once hacked they can be used
endlessly to authenticate the device. Some CIEDs store
and transmit information without encrypting it, which al-
lows hackers to gain access to such implantable devices
while they are communicating using the RF protocol.

B. External programmer–CIED interaction. An external
programmer in the physician’s office is used to interrogate
and program the implanted device. To initiate a session,
ICT is used to retrieve a token key from the CIED, which
is then used to generate a session key. The token key can
be the serial number of the implanted device (hardcoded
into the device), TOP, or static advanced encryption stan-
dard key. Once the device identity has been verified, then
the session is transitioned to RF telemetry. There are no
interval authentication checks once the RF telemetry ses-
sion is established, and the session can be terminated only
from the programmer. Because the programmer does not
authenticate the implantable device, the implication is that
any programmer from the manufacturer can be used to
read and write into any implantable device from that
manufacturer. The programmer is not password protected
and can be used by anyonewho has access to the program-
mer. This makes the programmer a powerful and hence a
“controlled” device (meaning returned to the manufac-
turer after use). Notwithstanding the grave consequences
of unauthorized access to programmers, such program-
mers are easily available on bidding and online markets
such as eBay.11 Moreover, pacemaker firmware updates
are not cryptographically signed, so pushing custom firm-
ware into a CIED is a theoretical possibility (Figure 2).

C. Initiate boundless telemetry session. There are no limits
to the number of telemetry sessions that can be initiated
with the CIED. A hacker can keep initiating a new telem-
etry session before the previous one is terminated, thus
keeping the telemetry session open indefinitely. In addi-
tion, once the telemetry session between the programmer
and implantable device is established in the office, the
session can be terminated only by the programmer.
Hence, an individual with unauthorized access to the pro-
grammer (or in the more benign situation of forgetful of-
fice staff) can keep the telemetry session open
indefinitely. Because these sessions are battery intensive,
such a hack will drain the device’s battery, decreasing the
life of the implant.12

D. Poor utilization of secure VPN during external program-
mer/home monitor communication with central cloud-
based server. It is general industry practice to download
software and firmware updates from the server through a
VPN. Although use of a VPN is considered good prac-
tice, some devices do not verify that they are still con-
nected throughout the entire update process. In these
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situations, hackers can inject malicious software during
the update process.13 Hackers can also inject malware
that creates backdoors, which can be used later to snoop
into patient-sensitive data stored on the implanted device.
These kinds of attacks are termed “man in the middle”
(MITM) attacks.

E. Unauthorized access to the universal serial bus (USB) port.
Some external programmers and home monitors have a
USB port that can be used by the physician’s clinical staff
to export device information onto a USB stick. If these
ports are not protected by strong passwords, they can be
used to gain access to the external programmer or the
homemonitor, to read the stored data, or to inject malicious
software that can alter the function of the implanted device.

Multiple attack scenarios can be executed based on the op-
portunity, intent, and expertise of the hacker. Given the ease
of access to the programmer and the lack of authentication by
the implanted device, it is an intent away from being ex-
ploited. The issue at hand is not that of technical difficulty
but of social hacking.
CIED security threats and action
To the best of our knowledge no security breach/hacking
effort resulting in direct patient harm has been reported to
date, but multiple security vulnerabilities have been pointed
out by security experts and verified by the FDA (Figure 3).
Muddy Water Research Report on Abbott (St. Jude
Medical, St. Paul, MN)—2016
The research reported a cybersecurity vulnerability in Abbott
CIEDs wherein increased radio traffic would cause devices in
theMerlin product line to crash, and implantable device inter-
rogation would no longer be possible.14 Others have repli-
cated the attack and found that it did not affect the basic
functioning of the implantable device. The other breach
mentioned in the report was a “battery drain” attack in which
the longevity of the implantable device’s battery was
compromised. This had more serious implications that led
to a lawsuit and later the first recall of a device by the FDA
due to cybersecurity concerns.15,16 The manufacturer eventu-
ally developed a firmware update that adjudicated the prob-
lem, and although there was a small theoretical risk of
device malfunction associated with the update, a shared
decision-making model was used to approach the discussion
with patients.
Medtronic (Minneapolis, MN) CareLink
Programmer—2018
Medtronic CareLink programmers (CareLink 2090 and Care-
Link Encore 29901) receive software updates either through
the USB port or over the Internet using the Medtronic Soft-
ware Distribution Network. Over-the-Internet updates are
received through a Conexus wireless telemetry protocol,
which is used as part of the communication method among
Medtronic PPMs, ICDs, clinic programmers, and home
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monitors. This protocol has cybersecurity vulnerabilities as it
does not use encryption, authentication, or authorization.
Billy Rios of the security firm Whitescope and Jonathan
Butts of QED Secure Solutions pointed out these vulnerabil-
ities to the manufacturer in January 201717 and again at the
Black Hat conference in August 2018.18 The FDA became
aware of this matter and published a security update on its
website confirming the vulnerabilities. It confirmed that these
vulnerabilities, if exploited, could allow an unauthorized in-
dividual (eg, someone other than the patient’s physician) to
access and potentially manipulate an implantable device,
home monitor, or clinic programmer.19 The vulnerabilities
stem from use of an antiquated operating system (OS)—Win-
dows XP—and the lack of digital code signing (DCS) during
the updates. DCS is a cryptography practice that legitimizes
the validity and integrity of the downloaded and installed
software. DCS mitigates MITM attacks. The company re-
sponded to the threat by limiting the updates to take place
only through the USB port and not over the Internet. The
implantable devices were unaffected by this security vulner-
ability or the update process.20
Medtronic Longevity Estimate Software Error—
2019
In October 2019, Medtronic informed health care profes-
sionals that a subset of PPMs and ICDs (including cardiac re-
synchronization therapy and Micra transcatheter pacing
system devices) manufactured between October 2018 and
April 2019 may display an inaccurately short estimate of bat-
tery longevity. The battery itself was working appropriately
and did not require replacement. Approximately 53,100 of
1.23 million CIEDs distributed worldwide from the identified
device families are susceptible to displaying this inaccurate
longevity. Through September 2019, Medtronic reported
that there had been only 3 complaints and no serious adverse
events or deaths. Because battery longevity estimation is
calculated by the external programmer and not the implant-
able device, individual CIEDs did not need to be updated.
A software patch to fix this issue was released in October
2020.21
A way forward
Cybersecurity of CIEDs is a collaborative effort among de-
vice manufacturers, regulatory bodies (FDA, Department of
Homeland Security), professional organizations (Heart
Rhythm Society), physicians, information technology (IT)
security experts, and, last but not the least, patients (including
advocacy groups). The cybersecurity aspects must be incor-
porated during the design phase of the device, as resource
constraints on computing and cryptographic algorithms
need to be tackled. This should be followed up with a strong
and independent assessment of postimplant threat analysis
and truthful reporting of cyberattack events. Patient data
should always be encrypted with asymmetrical encryption
methods, whenever possible. Stringent data transmission
protocols should be followed based on the principles of confi-
dentiality, integrity, authenticity, accountability, and reli-
ability.22 Each of the stakeholders should work on their
part to make the CIED ecosystem reliable and secure
(Figure 4).
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CIED manufacturers
Device manufacturers should be cognizant of cybersecurity
threats during the device development phase. Use of the latest
OS, healthy coding practices, and integration of firmware that
can be updated at later dates are some of threat mitigation
steps that can be followed by manufacturers. There has
been increasing criticism by IT security experts and patient
advocacy groups regarding the use of proprietary and
black-box algorithms and codes by device manufacturers.
Manufacturers should use open source OS and make their
source code public. These steps help in effective debugging
of codes and timely reporting of security threats that can be
acted upon. Encryption of patient data and secure transmis-
sion protocols should always be used and should be part of
the device development process. Continued surveillance
through the life of the CIED should be practiced, with prompt
identification of security flaws and swift rectification of the
identified flaws. Device manufacturers should be more forth-
coming in their responses to security concerns raised by inde-
pendent security experts and work with them to solve any
issues. A more robust collaboration effort across CIED ven-
dors is required to jointly develop standards that improve and
promote “widespread immunity.”

Another area of concern is the minimal accountability
regarding the supply and use of programmers. Programmers
are not password protected, do not require verification from
the central server, and are not verified by implanted devices
(Figure 2). As such, physical custody of programmers and
strict access restrictions are important components of secu-
rity. Despite this issue, external programmers or home mon-
itors can be easily purchased from online sites. Although
such websites should be more responsible with their listings,
it should be the manufacturer’s primary responsibility to
regulate access to such devices. We propose that all program-
mers should be accounted for. A technique such as that used
by the Apple iPhone can be implemented wherein a program-
mer that is reported as missing is deactivated by the manufac-
turer from its central server. Also, it should be mandatory for
the programmers to have booting password and verification
from the manufacturer’s server before they can initiate any
telemetry session. These steps will ensure that the program-
mers are being operated by authorized users.

Telemetry sessions initiated during office visits should be
timed and auto-terminate after the specified time. This will
ensure that no indefinite telemetry sessions are running be-
tween the implantable device and the programmer, which is
an easy target for snooping using SDR. The current philoso-
phy of “security through obscurity” practiced by device man-
ufacturers needs to be replaced by open source coding
practices. Device manufacturers should declare, at least
broadly, the steps they take to ensure data and patient safety.
The “black-box” approach toward data handling and cyberse-
curity can only decrease patient and physician trust in devices
and technology in general. Device manufacturers should
collaborate to formulate and implement security standards
that will foster trust and help the industry in the long run.
We propose that manufacturers in conjunction with cyberse-
curity experts work toward establishing industry standards on
data collection, transmission, and storage. An interoperable,
open source platform will accelerate device adoption and pa-
tient trust. Collaborative efforts in the past steered by the
HRS and the Cardiology Domain of the Integrating the
Healthcare Enterprise in the form of Connectathon events
have led to uniform CIED nomenclature, development of
new data elements, and interoperability across multiple plat-
forms.23 Such collaborative efforts with CIED manufacturers
can lead to robust and interoperable cybersecurity protocols.

Regulatory authorities
The FDA believes that regular updates of devices, home
monitors, and external programmers can lead to better secu-
rity of the device ecosystem and should be incorporated dur-
ing the product development stage. Recent software update
experiences highlight the importance of balancing patient
safety and device security.24 The HRS is cognizant of this
challenge and during its leadership summit proceedings has
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advised physicians to include software update discussions
during routine preimplantation visits as well as to reiterate
to patients that such updates might be required during the life-
time of the device.16 The Manufacturer and User Facility De-
vice experience (MAUDE) database maintained by FDA,
although a great resource for reporting medical device errors,
is moderated by the FDA and is not entirely democratic. Re-
porting should be democratized with equal contributions
from academic societies, physicians, and patients. This will
avoid serial underreporting and provide a better understand-
ing of cybersecurity threats. Moreover, the COVID-19
pandemic has generated increased interest from the electro-
physiology community in remote programming and manage-
ment of CIEDs. At present, CIEDs can only be remotely
monitored and not programmed. For programming we rely
on the office programmer to initiate a telemetry session using
ICT, followed by RF telemetry for further interaction with the
CIED (Figure 2). This added layer of security in the form of
ICT and the requirement of an office programmer ensures
that the CIED is programmed by authorized health care
workers. The convenience of remotely programming CIEDs
should be weighed against the possible hacking opportunities
it provides to agents seeking to do harm. Do no harm should
the guiding philosophy. A point in case is that of implantable
loop recorders. These devices can be programmed remotely,
and a potential hack that turns off arrhythmia detection can be
deleterious. Regulatory authorities should enforce manufac-
turers’ declarations that the mechanisms in place to ensure
the remote management of device settings are safe. In most
cases, device size limits the use of asymmetric cryptography
and verification of downloaded data by the implanted device.
Manufacturers and physicians rely on the office programmer
to verify the fidelity of downloaded software and algorithms
before they are pushed into the CIED during an office visit.
Pushing such updates or algorithms directly to CIEDs at
home over a wireless network (Wi-Fi) may not be safe as
Wi-Fi networks often are not password protected.
Physician’s role
Physicians should be aware of the latest security guidelines
issued by device manufacturers, regulatory authorities, and
society guidelines. A survey conducted in 2014 by the Euro-
pean Heart Rhythm Association (EHRA) on remote moni-
toring of CIEDs in Europe found that around 9% of the
surveyed centers recognized the legal issues related to RM
and data security.25 A more recent survey by the same orga-
nization in 2019 found that 49% of respondent physicians
were aware of the General Data Protection Regulation
(GDPR), 61% acknowledged cybersecurity issues, and
38% undertook specific steps to address these concerns at
their institution.26 Moreover, in the same survey, 92% of re-
spondents mentioned that their patients never or rarely voiced
concerns regarding the safety of their data when their CIED
was being remotely monitored. These surveys highlight the
importance of physicians’ knowledge of, and their role in
educating patients about, CIED cybersecurity. The surveys
also explored who CIED manufacturers and third-party pro-
viders perceived to be the data controller. The 5 manufac-
turers that were surveyed recognized health care
institutions as the data controller. Only one of them recog-
nized physicians as jointly controlling the data. In view of
this finding, health care institutions should work in conjunc-
tion with manufacturers to promote data security. In the
United States, the Health Insurance Portability and Account-
ability Act (HIPAA) is the overarching act that protects pa-
tient data, and physicians should highlight it during office
visits. Physicians should discuss HIPAA with their patients
and keep them updated. Patients should be informed during
the preimplantation visit as well as postimplantation
follow-up visits that CIEDs require firmware updates to
keep the devices safe. This continued conversation can allay
patients’ fear regarding firmware updates and help with better
adherence to good cybersecurity practices. In addition, phy-
sicians should reiterate that although there is a theoretical risk
of the device getting hacked, no such efforts have led to pa-
tient harm in the past. The CIED universe and the legalities
involved vary significantly based on national and local regu-
lations. Physicians should keep the best interest of their pa-
tient as the guiding light in their discussions and actions.
Patient’s role
Data security starts with data and its ownership. As pointed
out in the recent European Society of Cardiology/EHRA
guidelines, based on the GDPR enforced in the European
Union, patients have a right to their data and to the porta-
bility and removal of that information from the database.
26 In the United States, health data are protected by HIPAA.
Although HIPAA has no discrete provisions for CIED data,
the general principles of de-identifying patient data, making
the data accessible to patients, and the business obligation to
protect sensitive health data are in place. Moreover, multi-
ple federal privacy bills have been introduced in Congress
to widen the scope of HIPAA to include device data.27,28

Patients should be actively involved in this process individ-
ually and through advocacy groups to promote these bills.
Patients should understand the potential cybersecurity risk
associated with implanted CIEDs and make an informed de-
cision regarding implantation and care of their device.
Every procedure/device comes with inherent risks and ben-
efits, which patients should discuss with their doctor during
every visit. Patients should be aware of good cybersecurity
practices, including use of strong Wi-Fi passwords at home,
restricting access of strangers to their home monitor, and in-
forming the physician’s office regarding any malfunction of
their home monitor. Informed consent for medical devices
typically does not address issues of medical device data
ownership and privacy. This needs to be addressed by a con-
sortium of medical societies, manufacturers, and patient
advocacy groups. Special importance should be given to
the CIED data storage and use laws in place. Such interac-
tions will empower patients and improve their trust in
CIED technology.
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White hat hackers’ role
As evident from the timeline of events in the Medtronic Care-
Link Programmers (Figure 3), there is a significant delay (in
this case 1.5 years) between the time vulnerabilities are de-
tected and corrective measures are taken. This delay can
have severe health consequences for thousands of people
who rely on manufacturers to fix the vulnerability. CIED
manufacturers, regulatory authorities, and academic societies
should work toward creating a platform for nonpunitive re-
porting and transparent redressal of such threats. Cybersecur-
ity experts should be encouraged to find vulnerabilities, and
white hat hacking should be an integral part of the collabora-
tive effort. We propose conducting CIED hackathons at reg-
ular intervals. Such hackathons can be a great opportunity to
troubleshoot potential lapses hidden among the maze of pro-
prietary algorithms and antiquated OS used by these devices.
Manufacturers should provide the participants with devices
and source codes. White hat hackers should be incentivized
to find vulnerabilities (a standard practice in Silicon Valley
where companies such as Google and Facebook give mone-
tary compensation for flaws found in their code), and manu-
facturers should work with them to fix any issues. The FDA
and HRS should oversee such events for transparency of re-
porting and redressal. Patients and advocacy groups should
be encouraged to participate in such events, as doing so
can help them appreciate the technical complexity of the de-
vices and the security limitations.
Conclusion
It is essential that all stakeholders, including medical device
manufacturers, federal regulatory authorities, physicians, and
patient advocacy groups, come together on a commonplatform
to address cybersecurity concerns associated with CIEDs. Se-
curity should be considered at the design phase and carried for-
ward to the implementation and postmarketing survey phases.
An area of concern in postmarketing surveillance is the lack of
transparency and the constant denial on the part of medical
manufacturers about the security concerns raised by indepen-
dent auditors and cybersecurity firms. Federal agencies, espe-
cially the FDA, should play a critical role as the gatekeeper
of such discussions and should monitor companies for prompt
redressal of security concerns. Involving physicians in the dis-
cussion will help foster a better understanding on their part in
such security issues, which will translate into better patient
communication and increase adherence to firmware and other
security updates put forth by manufacturers.
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