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ABSTRACT
....................................................................................................................................................

Objective To illustrate ways in which clinical decision support systems (CDSSs) malfunction and identify patterns of such malfunctions.
Materials and Methods We identified and investigated several CDSS malfunctions at Brigham and Women’s Hospital and present them as a case
series. We also conducted a preliminary survey of Chief Medical Information Officers to assess the frequency of such malfunctions.
Results We identified four CDSS malfunctions at Brigham and Women’s Hospital: (1) an alert for monitoring thyroid function in patients receiving
amiodarone stopped working when an internal identifier for amiodarone was changed in another system; (2) an alert for lead screening for children
stopped working when the rule was inadvertently edited; (3) a software upgrade of the electronic health record software caused numerous spuri-
ous alerts to fire; and (4) a malfunction in an external drug classification system caused an alert to inappropriately suggest antiplatelet drugs, such
as aspirin, for patients already taking one. We found that 93% of the Chief Medical Information Officers who responded to our survey had experi-
enced at least one CDSS malfunction, and two-thirds experienced malfunctions at least annually.
Discussion CDSS malfunctions are widespread and often persist for long periods. The failure of alerts to fire is particularly difficult to detect. A
range of causes, including changes in codes and fields, software upgrades, inadvertent disabling or editing of rules, and malfunctions of external
systems commonly contribute to CDSS malfunctions, and current approaches for preventing and detecting such malfunctions are inadequate.
Conclusion CDSS malfunctions occur commonly and often go undetected. Better methods are needed to prevent and detect these malfunctions.
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Gregory: “Is there any other point to which you would wish to
draw my attention?”
Holmes: “To the curious incident of the dog in the night-time.”
Gregory: “The dog did nothing in the night-time.”
Holmes: “That was the curious incident.”

–Sir Arthur Conan Doyle, in the short story “The Silver Blaze”

BACKGROUND AND SIGNIFICANCE
Significant and mounting evidence suggests that clinical decision sup-
port (CDS), when used effectively, can improve healthcare quality,
safety, and effectiveness.1–6 A large part of the electronic health re-
cord’s (EHR) promise to improve patient care rests upon CDS.
Because of this, implementing CDS has been an increasingly substan-
tial part of the Meaningful Use program.7,8

Nevertheless, these benefits are accompanied by risks, and signifi-
cant unintended consequences as well as safety issues surrounding
CDS have been reported.9–17 As we will describe in this paper, these
problems are widespread and clinically important, and their impor-
tance may be underappreciated. Further, as Sherlock Holmes astutely
noted above, it is easy to overlook the failure of something (such as a
CDS alert) to occur. In the Holmes story, the detective notes that the
dog on the property did not bark on the night a prize-winning horse dis-
appears and its trainer is murdered, and correctly deduces that the dog
must have known the intruder who perpetrated these crimes.

Finding ways to improve the safety of these systems is still a work
in progress. As stated by the Institute of Medicine, “Health IT [informa-
tion technology] creates new opportunities to improve patient safety
that do not exist in paper-based systems. For example, paper-based
systems cannot detect and alert clinicians of drug-drug interactions,
whereas electronic clinical decision support systems can. As a result,
the expectations for safer care may be higher in a health IT-enabled
environment as compared to a paper-based environment. However,
implementation of health IT products does not automatically improve
patient safety. In fact, health IT can be a contributing factor to
adverse events . . . [some of which] have led to serious injuries and
death.”18–24

Given the known value of CDS, a particularly significant type of
health IT-related adverse event is the malfunction of clinical decision
support systems (CDSSs) – ie, situations in which a CDSS does not
function as it was designed or expected to. Examples include when
alerts stop firing due to a system upgrade, when alerts fire for the
wrong patients after a drug dictionary change, and when alerts are in-
advertently disabled. To explore the issue of CDSS malfunctions,
we present four case studies of malfunctions that occurred at one
academic hospital. These cases are illustrative of the range of CDS
problems that can occur. Based on these case studies, we also con-
ducted a preliminary survey of Chief Medical Information Officers
(CMIOs) to assess whether similar CDSS malfunctions occurred at
other sites.
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METHODS
The case studies describe CDSS malfunctions that occurred at the
Brigham and Women’s Hospital (BWH). Until very recently, BWH used
the longitudinal medical record (LMR) in the outpatient setting. The
LMR was developed locally at BWH and certified by an Office of the
National Coordinator for Health Information Technology Authorized
Testing and Certification Body. The first case was identified through
happenstance, and the remaining three were found by carefully exam-
ining alert firing data. In each case, our team conducted an extensive
investigation of the CDSS malfunction in order to identify key factors
that contributed to the issue. These investigations included a review of
alert firing logs, alert rule logic, alert system configuration, audit data,
interviews with system developers and users, and audits of source
code and system design specifications.

To estimate the size of each anomaly, we extracted the alert
firing data for each of the four alerts that exhibited an anomaly, and
divided them into data from the period when the malfunction oc-
curred and data from before and after the malfunction occurred. We
fit a linear model to the nonanomalous data, adjusting for the date
(to account for typical increases in alert volume over time) and
whether each date was a weekday or weekend day (because, typi-
cally, many fewer alerts fire on weekend days). We then used this
model to estimate the expected number of alert firings per day

during the period when the malfunction occurred, assuming the alert
was working correctly, and subtracted the actual number of firings
during the period when the malfunction occurred to estimate the
number of excess or missed alert firings while the malfunction was
happening.

We conducted these case studies at BWH because we had com-
plete access to the information systems in place there and their source
code, the ability to access all data-related to the alerts, and the oppor-
tunity to interview the developers and implementers of the systems,
which allowed us to conduct a thorough analysis of the issues. We hy-
pothesize, however, that the CDSS malfunctions that occurred at BWH
are representative of the types of CDSS malfunctions that occur in
self-developed and commercial EHR systems around the world.

We explored this hypothesis by conducting a preliminary survey of a
sample of CMIOs at hospitals across the United States to assess com-
mon patterns in CDSS malfunctions. The survey was informed by the re-
sults of the four BWH case studies and asked respondents about the
types of CDS in use in their organizations, the frequency with which
CDSS malfunctions occur at their organizations, contributing factors,
modes of detection, and the respondent’s confidence in the ability of
their processes and procedures to prevent or detect CDSS malfunctions.

Both the case studies and the survey were reviewed and approved
by the Partners HealthCare Human Subjects Committee.

Figure 1: Laboratory monitoring reminders for amiodarone in the Partners Healthcare longitudinal medical record (LMR). The main screen
of the LMR is shown in the background, with the reminders enlarged and the amiodarone reminders highlighted in a box.
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RESULTS
Case Study 1: Monitoring Thyroid Function in Patients
Receiving Amiodarone
While participating in a cross-vendor evaluation of user-defined
CDS,25 one investigator (A.W.) was giving a demonstration of the LMR
and attempted to show its drug-lab monitoring alert capabilities,26 us-
ing the system’s suggestion of thyroid-stimulating hormone (TSH) test-
ing for patients who have been on amiodarone for at least 1 year as
an example. Amiodarone is an antiarrhythmic drug with many side ef-
fects, including, commonly, hypothyroidism and, less commonly,
hyperthyroidism. As a result, our hospital considers it important to
monitor the thyroid function of patients taking amiodarone by perform-
ing a TSH test annually while the patient is receiving the drug. The
LMR team created an alert (shown in Figure 1) that suggested ordering
a TSH test if the patient has been on amiodarone for at least 1 year

and has not had a TSH test within the last year. The pseudocode for
the alert is shown in Figure 2.

During the demonstration, the alert unexpectedly failed to fire for
several test patients that had been on amiodarone for more than a
year and had never had a TSH test. Working with the Partners
HealthCare knowledge management team, we discovered that, in
November 2009, the LMR’s internal code for amiodarone had been
changed from 40 to 7099, but the rule logic in the system was never
updated to reflect this change. The issue was discovered during the
demonstration described above, which took place in February 2013,
and fixed the next day.

Panel 1 of Figure 3 shows the pattern of alert firing at BWH. Light
blue dots show the number of firings, per day, on weekdays, and
dark blue dots show the number of firings on weekend days. The
superimposed horizontal blue bar shows the period of malfunction.
The malfunction of the amiodarone-TSH alert was initially subtle, be-
cause patients who were already receiving amiodarone retained drug
ID code 40 in their record, and, thus, the alert continued to fire for
these patients; the alert only failed to fire for patients who were
started on amiodarone since the November 2009 change in amiodar-
one’s drug ID code in the LMR. Because the alert does not fire until a
patient has been on amiodarone for at least a year, there was no ob-
servable effect for the first year, and then the rate of alerting subtly
fell as some patients were taken off amiodarone (with the old code
40) and others were started on amiodarone (with the new internal
LMR code 7099). The abrupt increase in the alert firing rate for the
amiodarone/TSH test alert at the end of the blue bar in Figure 3 rep-
resents when the alert logic was corrected to include amiodarone’s
new drug ID code, and the alert began firing again for all patients
who were receiving amiodarone (codes 40 or 7099). During the

Figure 2: Pseudocode representation of the amiodarone/thy-
roid-stimulating hormone (TSH) test reminder.

Figure 3: Firing rate of four alerts at Brigham and Women’s Hospital over a 5-year period (weekend days are represented by darker
dots, and weekdays are represented by lighter dots), with anomalies indicated (superimposed horizontal bars show anomalous periods).
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period when this malfunction was occurring, the amiodarone-TSH
test alert fired 23 519 times, but the linear model projected that it
would fire 33 293 times, yielding an estimated deficit of 9774 missed
firings. The same alert can fire multiple times for a single patient, so
the number of patients impacted is likely smaller, although still a
large number.

Case Study 2: Lead Screenings for 2-Year-Olds
Based on the first case study, our team generated graphs showing the
alert firing rate of all 201 active alerts in the LMR and manually re-
viewed them to look for anomalous patterns. The firing pattern of an
alert that suggests that clinicians order lead screenings for 2-year-
olds immediately stood out as unusual (see Panel 2 of Figure 3). This
alert fires for children between 23 and 29 months of age and suggests
that a lead screening test be ordered if no blood lead test result is
available from within the previous 6 months. Regular lead testing of
children in Massachusetts is required under the Massachusetts Lead
Law (M.G.L ch. 111 §194). As seen in Figure 3, the alert firing rate
slowed abruptly in 2009, stopped, and then abruptly resumed in
2011. Similar alerts for 1-year-olds, 3-year-olds, and 4-year-olds con-
tinued to fire during this period without apparent issue.

We began our investigation by reviewing the rule change logs that
are manually maintained by the Partners HealthCare knowledge man-
agement team in a database. Each time a knowledge engineer edits a
rule in the LMR, he or she is required to document the specific change
and the reason for it in this database, which is separated from the ac-
tual rule editing environment in the LMR. This database contained no
documented record of changes to the rule for the lead screening test
alert since 2006. Further investigation revealed no changes to the way
that lead tests or ages were recorded (eg, change in the internal LMR
code) during the period of interest. By reviewing the LMR’s source
code, we were able to identify a little-known audit log of changes to
its rule logic. Entries in this audit log are automatically generated
when rule logic or configuration is changed in the LMR. The audit log
suggested that several changes to the lead screening test alert rule
were made around the times when the alert stopped firing and then
restarted; however, because of a software issue in the audit logging
routine, it was not possible to reconstruct the sequence of rule
changes or the specific dates when individual changes occurred.

Continuing our investigation, we located system backup tapes in
storage from the period when the malfunction was occurring and re-
quested that tapes from 1 month before and 1 month after the mal-
function occurred be restored. By reviewing the restored backups, we
were able to determine that two additional clauses were added to the
lead screening test alert rule, apparently by accident. The first clause
checks the patient’s gender, and the second evaluates the patient’s
smoking status. As clauses are added, the values the clause will match
must be specified. For example, the gender primitive can be configured
to match only male patients, only female patients, or patients with no
gender specified, and the smoking status clause can be configured to
identify former smokers, current smokers, never-smokers, or patients
with an unknown smoking status. When the inadvertent smoking and
gender clauses were added to the lead screening test alert rule, no val-
ues to match were specified. The result of omitting these required
clauses is unspecified in the rule, but, in practice, omitting these values
causes the clauses to always evaluate as “false,” which prevents the
rule from firing. Several years later, the inadvertent clauses in this rule
were removed (also without any documentation in the change log), and
the rule resumed firing. The linear model estimates that 176 708 lead
screening test alerts were not generated during the 850-day period of

the alert’s malfunction – approximately 208 missed alerts per day. The
number of patients this malfunction affected is likely much lower, be-
cause alerts are regenerated whenever a patient’s chart is opened by a
new user or modified, so the same alert can fire several times for a pa-
tient during a single visit.

We were unable to determine why the erroneous clauses were
added to the lead screening test alert rule, but it may be that the
knowledge engineer intended to modify another rule and selected the
lead screening test alert rule by mistake. If that is indeed what hap-
pened, the testing process at the time would have focused on the rule
intended to be modified. There was no regression testing process to
make sure that other rules that were not supposed to be modified con-
tinued to work as designed.

Case Study 3: System-wide Spike in Alerts
The third case study involved a much less subtle alert malfunction,
which was immediately reported by many users and is shown in Panel
3 of Figure 3. The graph shows a representative alert for chlamydia
screening, which typically fired a few hundred times a day, then
peaked at over 3000 firings on a Sunday and Monday (there was also
a less visible increase on the day before, Saturday). The increase in
chlamydia screening alert firings coincided with an upgrade to the
LMR software. The upgrade included some cleanup to the code that
processes reminders – specifically, a command was added to ensure
that commonly named variables used in a subroutine did not conflict
with variables in the calling function (more technical details are pro-
vided in Supplementary Appendix 1). The purpose of this change was
to increase the code base’s maintainability. Although this change was
not intended to have any effect on how the reminder code worked, it
inadvertently caused numerous reminders to fire incorrectly for many
patients, often multiple times. Figure 4 shows a sample record of a
healthy 2-month-old boy that contains numerous duplicate reminders,
including suggestions that the physician order mammograms, Pap
smears, pneumococcal vaccination, and cholesterol screening, and
suggestions that the patient be started on several medications, all of
which should not apply to this young, healthy, male patient.

Looking only at the chlamydia screening alert rule, the alert fired
5950 times during the period that the malfunction occurred compared
with the 332 times it was expected to fire, yielding an excess of 5618
alerts. All the alerts in the system fired 1 240 017 times during the pe-
riod that the malfunction occurred compared with the 380 835 times
the alerts were expected to fire during this period, yielding an excess
of 859 182 alerts that can likely be attributed to the malfunction.

Case Study 4: Antiplatelet Therapy for Patients with Coronary
Artery Disease
The final case study involved a spike in one alert (ie, an increased num-
ber of firings) reported by LMR users. The alert in question suggests
that antiplatelet therapy be ordered for patients with known coronary
artery disease, no active antiplatelet therapy, and no contraindications
to antiplatelet therapy (a separate rule makes a similar suggestion for
patients with relative contraindications, such as peptic ulcer disease).
To increase maintainability, the rule for this alert uses drug classes to
identify antiplatelet agents (such as aspirin, thienopyridines, and P2Y12
inhibitors). Panel 4 in Figure 3 shows the alert’s firing pattern. The sys-
tem-wide spike in antiplatelet therapy alerts from the period when the
malfunction occurred is visible, but another spike in the alert can be
seen in 2012. An investigation into the spikes revealed that the re-
minder system depended on an external drug classification service.
This service malfunctioned due to a database issue, which occurred
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after the server hosting the service was rebooted, that caused it to be-
gin reporting that no drugs were in the antiplatelet classes. As a result,
the antiplatelet therapy alert would fire for all patients with coronary ar-
tery disease, regardless of whether they were already taking an antipla-
telet drug. Although users began reporting the issue almost
immediately, it took several weeks for the teams involved to locate the
cause of the issue and resolve it. The linear model estimates that there
were 69 592 excess firings of the antiplatelet therapy alert during the
19-day period when the malfunction was occurring (94 343 actual fir-
ings compared to 24 751 expected).

Survey
Based on the case studies and similar experiences with other EHRs,
we attempted to investigate whether other organizations had reported
similar CDSS problems. We were only able to locate two reports of
similar malfunctions in the literature; one written by investigators at
Columbia Presbyterian Medical Center27 and the other by investigators
(including D.F.S.) from the University of Utah28 – both articles were
over 20 years old.

To assess how widespread these issues might be, we surveyed a
nonrepresentative sample of CMIOs through the Association of
Medical Directors of Information Systems (AMDIS). AMDIS is a profes-
sional organization for CMIOs and other physicians responsible for
health IT, including CDSSs, at healthcare organizations in the United
States. We e-mailed the survey to the AMDIS mailing list and invited
members to provide information on their experiences with CDSS mal-
functions. The survey instrument is provided in Supplementary
Appendix 2. We received 29 responses.

The results of the survey are shown in Table 1. The 29 CMIOs who
responded to the survey reported that they had implemented a range

of different CDS types, with nearly all having drug-drug interaction
checking and drug-allergy alerts and a sizeable number having a
range of other types of CDS. Two CMIOs reported that their organiza-
tion had never experienced a CDSS malfunction, but the other twenty
seven reported experiencing at least one, with the greatest number re-
porting four or more such malfunctions every year.

The most common contributing factors to CDSS malfunctions re-
ported by the CMIOs mirror BWH’s experience: 18 of the survey re-
spondents reported CDSS malfunctions occurring at the time of an
upgrade of their EHR software, and 18 reported issues in connection
with changes in data codes or data fields (both of which are known
high-risk events for CDSS malfunctions29). Inadvertently disabling
rules, upgrades of other systems, database corruption, and other sys-
tem malfunctions were also commonly reported causes of CDSS mal-
functions. By far, the most common mode of detection of these alerts
was reports from end users, and the respondents often identified mal-
functions during their own use of the EHR. Many fewer CMIOs reported
identifying CDSS malfunctions during pre-implementation testing or
ongoing monitoring of their CDSSs. No CMIOs were totally confident
that their existing processes and procedures were sufficient to prevent
or detect all CDSS malfunctions before they reach the user, and the
majority of CMIOs were either “not at all confident” or “not very
confident.”

We did not collect data on whether the CMIOs’ systems were com-
mercial or self-developed, but we expect that the vast majority are
commercial systems, given the relative rarity of self-developed sys-
tems still in use in the United States and by AMDIS members. To vali-
date this assumption, we used the Healthcare Information and
Management Systems Society Analytics Database to identify the EHR
in use at the organization represented by the most recent 50 posters
to the AMDIS mailing list who worked at a healthcare provider

Figure 4: Sample reminder display for a 2-month-old boy, containing numerous inappropriate reminders for this patient.
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organization. Of these 50 posters, 49 worked at organizations that
used a commercial EHR, and 1 organization was in the process of
transitioning from a self-developed system to a commercial system,
suggesting that commercial EHRs predominate at the healthcare orga-
nizations of AMDIS members.

Given the nature of the mailing list and the survey, we approached
the survey as more of a forecasting and consensus exercise than as
an exercise that provides a representative sample of CDSSs

malfunctions. However, even in the context of this limitation, the re-
sults of the survey demonstrate that CDSS malfunctions are more
widespread than is currently represented in the scientific literature.30

DISCUSSION
Key Findings
Our findings suggest that CDSS malfunctions are widespread, that
they likely occur much more frequently than has previously been de-
scribed, and that existing detection systems (including testing pro-
cesses, monitoring procedures, and feedback systems) are
inadequate to detect CDSS malfunctions before they reach users.
Importantly, two of the malfunctions in the BWH case series went
unrecognized for over a year and one for several weeks – only the
most dramatic malfunction was identified and fixed within a few days.

We observed several patterns in our study. First, many CDSS mal-
functions appear to be caused by issues related to changes in data
codes or clinical terminology. These changes are often made outside
the CDSS by analysts working on different aspects of the EHR infra-
structure, but unless CDSS authors are aware of these changes, they
can cause malfunctions. A related issue is the effect of malfunctions
in related software modules or systems on an otherwise correct
CDSS. As seen at BWH, when a separate drug classification system
malfunctioned, CDS that depended on that system stopped working
correctly. As CDSSs become more complex and modular, the number
of points of failure multiplies. If CDSSs are dependent on separate sys-
tems and do not have alternative paths, even a single malfunction in
these outside systems can cause significant issues.

Another common cause of CDSS malfunctions observed in our
study was the inadvertent editing (as in the first case study) or dis-
abling of rules. Changes to CDS rule knowledge bases need to be
made carefully and tested thoroughly (preferably by someone other
than the person who edited the rule), which should include regression
testing of all other alerts to identify potential defects in rules that previ-
ously worked correctly. We also found a heightened risk of CDSS mal-
functions during EHR software upgrades. For example, an upgrade at
BWH that was considered low-risk caused a dramatic system-wide
malfunction that affected all reminders in the LMR system. The CMIOs
we surveyed identified software upgrades tied to changes to codes or
data fields as the most common cause of the CDSS malfunctions they
had experienced at their organizations.

In terms of discovering malfunctions, we found that users were
most likely to report issues that manifested as incorrect alerts, particu-
larly when alert volumes spiked dramatically. However, users were
less likely to report cases of missing CDS alerts, bringing to mind,
again, Sherlock Holmes and the dog in the night. Therefore, error de-
tection systems that rely entirely on user reports to identify CDSS mal-
functions are unlikely to be robust. Yet, perhaps not surprisingly, “user
report” was the most common mode of malfunction identification re-
ported by the respondents to our survey of CMIOs. Although user re-
ports are a critical source of malfunction identification, CDSS
implementers must also construct monitoring and testing strategies
and tools that proactively identify and prevent CDSS malfunctions.

A key question is whether CDSS malfunctions such as these are
unique to BWH. BWH has a large volume of CDS content,31,32 which
may make monitoring CDSSs more challenging. However, BWH also
has advanced processes and tools for knowledge management,33–36

which should make managing the large volume of CDS content more
tractable. In our, admittedly, small survey sample, we found that
CDSS malfunctions are nearly universal. The fact that few other sites
have reported these issues in the literature suggests that they are not

Table 1: Results of Preliminary Survey of CMIOs

Survey Item and Responses n of 29 (%)

Which types of CDS are currently in use at your site?

Drug-drug interaction alerts 28 (97)

Allergy alerts 27 (93)

Screening/preventive care reminders 21 (72)

Renal dose adjustments 16 (55)

Alerts about abnormal test results 16 (55)

Drug-pregnancy alerts 11 (38)

Reminders to patients 5 (17)

How often has your site experienced CDSS malfunctions?

4 or more times a year 11 (38)

1–6 times a year 8 (28)

Less than 1 time a year 8 (28)

Never 2 (7)

Did any of these factors contribute to CDSS malfunctions
that you experienced?

Upgrade of your EHR software 18 (62)

Changes to underlying codes or data fields 18 (62)

Inadvertent disabling or enabling of a rule 12 (41)

Upgrade of another clinical information system 10 (34)

Database corruption or another system malfunction 7 (24)

How did you find the malfunctions?

Report from users 24 (83)

Noticed in my own use of the system 14 (48)

Ongoing system testing 9 (31)

Reviewing reports of CDSS performance 6 (21)

How confident are you that your existing processes and
procedures are sufficient to prevent or detect all CDSS
malfunctions before they reach the user?

Totally confident 0 (0)

Very confident 2 (7)

Somewhat confident 7 (24)

Not very confident 12 (41)

Not at all confident 6 (21)

CDS, clinical decision support; CDSS, clinical decision support system;
CMIO, Chief Medical Information Officer; EHR, electronic health record.
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commonly found when they do occur or that those who find them do
not regularly report them. Because such CDSS malfunctions may have
important implications for patient safety, we suggest that more atten-
tion ought to be paid to them.

During our investigation process, two things stood out as surpris-
ing. First, although end users often knew about the CDSS malfunc-
tions, patient safety and quality leaders and software developers were
mostly unaware of the issues and were surprised by the frequency
with which they occurred. Second, it was quite difficult, at least in the
LMR, to piece together the history of changes to CDS rule logic.
Change logs were maintained manually outside of the EHR systems,
but they were often incomplete and did not always match the logic of
actual rules running in the EHR. This suggests that, at least some-
times, changes were made to the rule logic in the EHR but not docu-
mented in the change log – a deviation from expected practice.
Although we identified an audit capability that was designed to log all
the edits to CDS rules, it did not work correctly, and we had to resort
to retrieving backup tapes to determine how alerts functioned during
past periods.

Recommendations
We provide our key recommendations in Table 2, which also identifies
which case studies might have been impacted by these practices (had
they been in place when the respective CDSS malfunctions occurred).

Strengths and Limitations
One of our study’s key strengths is the depth with which we were able
to investigate the CDSS malfunctions we identified. This was enabled
by the fact that we had full access to the EHR system’s source code,
software specifications, documentation, and those responsible for de-
veloping and implementing the system. Investigations at sites using
commercial EHR systems may be complicated by a lack of access to
the system’s source code, or its developers, and would likely need to
be done in partnership with EHR vendors.37 Another strength of this
study is its mixed methods approach, which combined in-depth case
studies with a high-level survey to validate that the problems we ob-
served were not unique to BWH.

Along with these strengths, our study has two important limita-
tions. First, the case studies all come from a single hospital with an in-
ternally developed EHR, whereas commercial EHRs predominate
nationally. We believe that the types of malfunctions seen at BWH are
likely occurring at hospitals that use commercially developed EHRs,
and our survey results lend credence to that hypothesis. We encour-
age other hospitals, particularly those that employ commercial EHRs,
to conduct similar reviews of their CDS alert firing logs, to investigate
their own CDSSs, and to report their findings. Second, the survey we
conducted is preliminary in nature, and the survey sample was de-
signed to be informative but not necessarily representative. The survey
is useful for confirming that BWH is not alone in experiencing the
CDSS malfunctions we observed, but given the nature of the survey
sample, we cannot draw broader general conclusions about the extent
and distribution of these malfunctions. Further, we do not have spe-
cific data on the systems used by the CMIOs surveyed, nor did they
provide details about the CDSS malfunctions they experienced beyond
what is given in Table 1, so our understanding of the exact failure
modes and their ramifications is limited. And because the malfunc-
tions identified by the survey respondents are self-reported, there may
be additional malfunctions that were not discovered or reported by the
survey respondents.

Future Work
We have identified several opportunities for future work in this area.
First, we believe that proactive detection systems are needed to iden-
tify CDSS malfunctions. Statistical and rule-based process control
methodologies, as well as anomaly detection methods, are likely to be
useful for finding CDSS malfunctions in real time and should be inves-
tigated. Second, we believe that similar investigations should be un-
dertaken at a wider range of clinical sites that have diverse types of
EHRs and CDS approaches, in order to identify additional modes and
patterns of CDSS malfunctions and to assess their clinical implica-
tions. If such work is done, it will be possible to create a taxonomy of
CDSS malfunction types and causes and to identify best practices for
the prevention and early detection of CDSS malfunctions.

Table 2: Recommendations for Increased CDSS Reliability
and the Prevention of Malfunctions

Recommendation Related Case
Studies

CDS rules should be tested in the live envi-
ronment after any CDS-related change and
after major EHR software upgrades. This
testing should be done for both new rules
and existing rules (regression testing).

Cases 2 and 3

Reliable communication strategies should be
employed to ensure that changes in clinical
terminologies are communicated to all CDSS
teams.

Case 1

Tools to support terminology management
should have the capability to detect and miti-
gate the downstream impact of terminology
changes. As terms and codes are changed,
it should be possible to determine the effects
of those changes on order sets, CDS rules,
documentation tools, etc.

Case 1

Proactive monitoring tools and strategies
should be employed to enable quick detec-
tion of malfunctions in the production
systems.

Cases 1-4

External services that a CDSS depends on
should also be proactively monitored.

Case 4

Critical external systems that support a
CDSS, such as classification and terminology
systems, should be fault-tolerant and robust.

Case 4

Enhanced software quality assurance testing
methods, including unit and integration test-
ing, supported by test scripts, tools, and au-
tomated tests, should be employed to
ensure that CDSSs function correctly. These
tests are particularly important at the time of
software upgrades and CDSS content
changes.

Cases 1-4 (particularly
Case 3)

CDSSs should be tested by a different ana-
lyst than the one that built the content.

Case 2

CDS, clinical decision support; CDSS, clinical decision support system;
EHR, electronic health record.
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Implications
Our findings have implications for several groups. First, implementers
of CDSSs should proactively and continually monitor their CDSSs for
malfunctions. Second, EHR developers should provide system imple-
menters with enhanced tools for reporting on and monitoring CDSSs,
and implementers should be encouraged to use these tools regularly.
Ideally, such tools would proactively alert CDSS implementers to po-
tential CDSS malfunctions that are identified using statistical or rule-
based approaches.

Third, policymakers should make use of levers to encourage devel-
opment and adoption of CDSS monitoring capabilities. The 2015 edition
of Office of the National Coordinator’s certification criteria proposes cri-
teria that would require a certified “Health IT Module to be able to re-
cord at least one action taken and by whom when a CDS intervention is
provided to a user (e.g., whether the user viewed, accepted, declined,
ignored, overrode, provided a rationale or explanation for the action
taken, took some other type of action not listed here, or otherwise com-
mented on the CDS intervention)” and that “a Health IT Module be able
to generate either a human readable display or human readable report
of the responses and actions taken and by whom when a CDS interven-
tion is provided.”38 Although we agree that this is important baseline
functionality for CDSSs, reports and monitoring tools that work across
patients are also needed to detect CDSS malfunctions proactively.
Fourth, as proposals for increasing oversight of health IT safety39–41

are implemented and safety reporting systems for EHRs become avail-
able, data on CDSS malfunctions should be collected and analyzed as
an important subcategory of health IT safety events.

CONCLUSION
CDSS malfunctions are common and often go undetected. The failure
of alerts to fire is particularly difficult to detect. A range of causes, in-
cluding changes in codes and fields, software upgrades, inadvertent
disabling or editing of rules, and malfunctions of external systems
commonly contribute to these malfunctions, and current approaches
for preventing and detecting CDSS malfunctions are inadequate. As
CDSSs becomes more complex and widespread and clinicians in-
crease their reliance on them, improved processes and tools for pre-
venting and detecting CDSS malfunctions are essential.
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