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Binaural Recordings in Natural
Acoustic Environments: Estimates
of Speech-Likeness and
Interaural Parameters

S. Theo Goverts1 and H. Steven Colburn2

Abstract

Binaural acoustic recordings were made in multiple natural environments, which were chosen to be similar to those

reported to be difficult for listeners with impaired hearing. These environments include natural conversations that take

place in the presence of other sound sources as found in restaurants, walking or biking in the city, and so on. Sounds from

these environments were recorded binaurally with in-the-ear microphones and were analyzed with respect to speech-

likeness measures and interaural difference measures. The speech-likeness measures were based on amplitude–modulation

patterns within frequency bands and were estimated for 1-s time-slices. The interaural difference measures included

interaural coherence, interaural time difference, and interaural level difference, which were estimated for time-slices of

20-ms duration. These binaural measures were documented for one-fourth-octave frequency bands centered at 500Hz and

for the envelopes of one-fourth-octave bands centered at 2000Hz. For comparison purposes, the same speech-likeness and

interaural difference measures were computed for a set of virtual recordings that mimic typical clinical test configurations.

These virtual recordings were created by filtering anechoic waveforms with available head-related transfer functions and

combining them to create multiple source combinations. Overall, the speech-likeness results show large variability within

and between environments, and they demonstrate the importance of having information from both ears available.

Furthermore, the interaural parameter results show that the natural recordings contain a relatively small proportion of

time-slices with high coherence compared with the virtual recordings; however, when present, binaural cues might be used

for selecting intervals with good speech intelligibility for individual sources.
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Participation in social interactions is an important pri-
ority for listeners with impaired hearing; hence, an
important goal of clinical audiology is to optimize audi-
tory function in multiple-source environments. Speech
recognition in these environments is a major component
of auditory function in the context of social interactions,
and a lot of research has been done in this area including
the role of binaural processing in environments with
multiple sources and/or reverberation (e.g., Best et al.,
2017; Beutelmann et al., 2010; Bronkhorst, 2000; Culling
et al., 2004; Hawley et al., 2004; Kidd et al., 2019;
Lavandier & Culling, 2010; Marrone et al., 2008a,
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2008b, 2008c). In most of these studies, the multiple-
source environments were constructed from idealized
sources, sometimes with reverberation added, but
always appropriately controlled to allow explicit model-
ing and parameter isolation. These conditions allow
application of theoretical models and they can illustrate
and test models and hypotheses, but they are also sim-
pler than most of the environments in which we normal-
ly operate in everyday life. This study recorded and
analyzed waveforms from naturally occurring multi-
source environments and these recordings are available
for research use upon request.

Recently, researchers have started to investigate the
acoustics of everyday environments more deeply. For
example, Smeds et al. (2015) analyzed bilateral signals
that had been recorded in various environments using
microphones on a headband as described by Wagener
et al. (2008). Smeds et al. analyzed these recordings
with respect to noise levels and estimated signal-to-
noise ratios (SNRs) with the use of a manual noise esti-
mation procedure in cases when there were intervals
containing speech in the various environments mea-
sured. Their analyses focused on estimating the SNRs
in naturally encountered environments. Their results
showed that there was a wide range of naturally occur-
ring SNRs, estimated monaurally, and that these SNRs
are usually above zero decibels. The A-weighted SNRs
show a rather flat distribution varying between �4 and
34 dB and between �10 and 30 dB for best and worse
ear, respectively. In another study, Wu et al. (2018) ana-
lyzed the speech level, noise level, and SNR of 894 lis-
tening situations that were recorded by 20 older adults
who had mild-to-moderate hearing loss and who carried
single-channel digital recorders. This was accompanied
by in situ surveys on smartphones several times per day
to report the characteristics of their current environ-
ments. When speech listening was indicated (judged sub-
jectively) by the participants, SNR was estimated
manually. The results showed a more peaked distribu-
tion with SNRs ranging from �10 to 30 dB in these lis-
tening situations. The majority of SNRs were between 2
and 14 dB; only 7.5% of the situations were very noisy
(SNR <0 dB). Weisser & Buchholz (2019) studied con-
versational SNRs in realistic conditions. They elicited
conversations between pairs of subjects at fixed positions
who listened to binaural realistic recordings during the
conversations. By recording voices and analyzing speech
levels as a function of the level of the background
recordings, they found that realistic SNRs vary between
�10 and þ15 dB. Negative SNRs occurred only for
background levels above 69 dB SPL at a fixed-position
distance of 1.0 m or above 75 dB SPL at a fixed position
distance of 0.5 m.

Interaural difference parameters in realistic scenarios
were studied by Mlynarski and Jost (2015). Their study

focused on binaural recordings made in three natural
environments, and they analyzed the interaural time dif-
ferences and interaural intensity differences in narrowly
tuned (i.e., one-third octave) frequency channels. The
acoustic environments included recordings that are
descriptively called “nocturnal nature,” “forest walk,”
and “city center.” They found that, in situations with
multiple sources, the overall distributions of interaural
differences are not easily separated into distinct sources
since the combinations, echoes, and reverberations lead
to interaural differences that do not match pure single
sources.

In the research reported here, bilateral acoustic sig-
nals in a number of realistic environments were recorded
and analyzed. This allows a description of the nature of
the stimuli that reach the two ears in everyday situations,
sometimes referred to as the “bilateral vibration pattern”
(e.g., Bregman, 1990). These stimuli are also, of course,
the inputs to hearing-assist devices (hearing aids, cochle-
ar implants, etc.). The analysis of these bilateral stimuli
allows us to investigate the nature of the information
that is available to the binaural hearing system in real-
istic scenarios. Furthermore, the recordings provide data
about the so-called better-ear effect by comparing the
speech-likeness (SL) at the two ears (cf. Cosentino
et al., 2014). In clinical audiology, this better-ear effect
has served as an argument for bilateral hearing rehabil-
itation with hearing aids or cochlear implants (e.g.,
Culling et al., 2012). One important question is whether
this better-ear effect is functionally important: In how
many instances in real life is this advantage actually
there and over what time intervals. In addition, the
availability of binaural cues that facilitate true spatial
listening (e.g., localization, binaural unmasking, and
location-based segregation) can also be measured.
Finally, the results can be compared with the character-
istics of test configurations that are used in the clinic and
in research.

The specific goals of this study were as follows:

• To make bilateral recordings in realistic listening sce-
narios that are relevant to daily life;

• To characterize these recordings: in particular, (a)
how “speech-like” are the recordings and (b) to
what extent do the recordings contain interaurally
coherent information that may allow for the binaural
system to enhance speech recognition;

• To investigate the functional importance of the better-
ear effect, by comparing SL between the ears as an
illustration of the type of clinically relevant research
questions that can be addressed using such record-
ings; and

• To compare parametric properties of natural record-
ings to virtual recordings that mimic conditions that
are used in regular clinical testing of speech recognition.
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Natural recordings were made using two commercial-
ly available microphones, one in each concha, that were
connected to a portable data-recorder. Recordings were
made for two types of environments, natural environ-
ments and virtual environments. The natural-
environment recordings were made in a variety of loca-
tions that included Inside (e.g., in a home or restaurant),
Outside (e.g., a walk in the city), and Public Transport
(e.g., in a bus) environments. The virtual-environment
recordings were constructed computationally from
speech targets combined with maskers with varying
degrees of similarity to speech. The virtual locations of
speech and masker waveforms were also varied to create
recordings with different spatial characteristics, and
reverberation was included. All of the recordings, both
natural and virtual, were processed to characterize their
SL and their binaural properties. The binaural charac-
teristics were estimated for short time-slices in selected
frequency bands. It should be noted that speech-
likeliness is used as a surrogate for speech intelligibility
because the latter is difficult to estimate automatically
with current methods.

The processing used to quantify the SL of the
recorded signals is nonintrusive; it does not require
knowledge of the speech content (and thereby avoids
privacy issues) and does not use a priori knowledge
about target speech and masker. The SL approach
used an extended version of the Speech Intelligibility
Index (SII) and the Speech Transmission Index. The
approach used here is based on the distribution of mod-
ulation strength in several frequency bands compared
with typical patterns obtained for natural speech in a
quiet environment (e.g., Dubbelboer & Houtgast, 2008;
Houtgast & Steeneken, 1972; Jørgensen & Dau, 2011;
Jørgensen et al., 2013). The most general approaches
of this type are based on a speech-relevant modulation
pattern. Our specific approach uses a comparison of
low-frequency modulation strength to higher frequency
modulation strength, leading to a measure of SL. This
measure, defined in detail later, was used by Falk et al.
(2010) and Cosentino et al. (2014).

To investigate the availability of useful binaural infor-
mation, three binaural parameters were measured for
each 20-ms time-slice within each of two frequency
bands. Specifically, three quantities were computed:
interaural cross-coherence (ICC), defined as the normal-
ized cross-correlation at the interaural time delay (ITD)
with maximum correlation, the ITD giving this maxi-
mum, and the interaural level difference (ILD). These
quantities were computed for several time-slice durations
for low (500 Hz) and high (2000 Hz) frequency bands
(one-quarter octave). In the analysis of the high-
frequency band at 2 kHz, all interaural measures (ICC,
ITD, and ILD) were computed using the envelopes of
the bandpassed signals.

All measures of SL and interaural differences were

computed for both the natural and the virtual recordings

so that measures in natural environments could be inter-

preted with respect to values estimated from the virtual

recordings. All of these results are discussed with respect

to the evaluation of hearing abilities.

Methods

Natural Recordings

As noted earlier, the goal of recording stimuli that natu-

rally occur in complex sound environments was to pro-

vide a library of binaural stimuli that would (a) be

available for experiments and analysis and (b) provide a

resource for understanding the difficulties experienced by

hearing-impaired listeners, even when they are provided

with high-quality hearing devices. To determine what

sound environments and stimuli would be appropriate

for this resource, we interviewed hearing-impaired

patients and consulted with experts in audiology and oto-

laryngology, both in the United States and in The

Netherlands. On the basis of these interviews, we selected

a variety of environments and recorded pressures in the

ear canals with binaural microphones. The selected envi-

ronments included conversations walking or biking

through town, conversations at a table in a restaurant,

conversations in a typical home environment, sounds

riding on a bus, and sounds in a large railroad station

with announcements and other typical sounds. These

two-channel recordings allow listening and subjective

evaluations as well as analysis of the characteristics of

the recorded stimuli. The recordings sound realistic

when listened to with appropriate binaural headphones.

In Table 1, the characteristics of eight distinctive environ-

ments in which natural recordings were made are summa-

rized, descriptively referred to as Home, Restaurant, City

Walk, City Talk, City Bike, Station Hall, In a Train, and

In a Bus. The digital recorder used was an Olympus linear

PCM recorder (Model LS-11), allowing recordings of sig-

nificant length (potentially multiple hours) and of high

quality (viz., a sample rate of 44,100 samples per second

and a level resolution of 16bits per sample). Specifically,

measurements used commercially available microphones

(Sound Professionals MS-TFB-2) with recording dura-

tions varying from tens to hundreds of seconds. These

recordings are available upon request. Although other

recordings were made, only these tabulated recordings

are available upon request. Note that recordings were

made in environments in which the human-subject partic-

ipants normally interacted and that the subjects were fully

informed about the use of the recordings. The study was

approved by the Medical Ethics Committee of VU

University Medical Center (Amsterdam).
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Virtual Recordings

In addition to the natural recordings described in Table 1,
virtual recordings of simple environments were created
and used for reference and comparisons. The virtual
recordings were created by starting with single-channel
anechoic waveforms (speech or noise) and then processing
these waveforms using head-related transfer functions to
create binaural signals as would be generated from vari-
ous locations in the horizontal plane in well-defined
spaces. Spatial conditions (and associated abbreviations)
included target and masker colocated straight ahead at 0�

(T0M0); target at 0�, and masker at þ45� to the right,
respectively (T0Mþ45); target left at �45� and masker at
þ45� (T–45Mþ45); and target at 0� with two maskers,
one at þ45� and one at �45� (T0Mþ/–45). The target
stimulus was always speech, a grammatically correct sen-
tence consisting of about eight or nine syllables, from a
single female talker (Versfeld et al., 2000) and the masker
was selected for each condition from three options: (a) a
Gaussian noise with long-term-average-speech-shaped
spectrum (LTASS noise); (b) a fluctuating (speech-enve-
lope-modulated) noise (FLUC), created by modulating
the envelope of the LTASS noise with an envelope from
the female speech as described by Festen and Plomp
(1990; FLUC noise); or (c) a male talker (MALE) (gram-
matically correct sentences consisting of about eight to
nine syllables; MALE noise). Virtual stimuli were com-
puted for both anechoic conditions (no reflections) and
reverberant conditions via a (rectangular) room model
developed by Joseph Desloge (e.g., Shinn-Cunningham
et al., 2001). In our computations, the model simulates
a room with dimensions 10� 10� 4 m and a source-to-

head separation of 1.41 m. In the reverberant simulations,

reflections were added with an absorption coefficient of

0.14 for all six surfaces of the virtual room, resulting in a

T60 reverberation time of about 1.3 s (calculated from the

Sabine formula, e.g., Sabine, 1900/1915).

Measure for Characterizing SL of the Recordings

A measure of SL was calculated for each of six octave

bands and then combined over bands with a SII weight-

ing for each band in the combination. The SL measure for

each band was based on its modulation strength versus

modulation frequency, specifically, on the strengths of

low modulation frequencies relative to the strengths at

high modulation frequencies. This modulation-strength

measure was developed and used by Falk et al. (e.g.,

Cosentino et al., 2014; Falk et al. 2010) in their studies

of speech quality and intelligibility. Specifically, low mod-

ulation frequencies were considered to be related to

speech and high modulation frequencies were considered

to be related to noise or reverberation. Therefore, the SL

in each frequency band was defined in terms of the loga-

rithm of the ratio between the mean modulation energy at

low modulation frequencies (4, 8, and 16Hz) and the

mean modulation energy at high modulation frequencies

(32, 64, and 128Hz).
The details of the method for estimating the SL param-

eter, which is abbreviated here as SL, are as follows:

1. Divide the ear signal being processed into 1-s time-

slices with 0.5-s cosine-shaped rise and fall times with

no overlap of windows.

Table 1. Summary of Natural Environments Measured in This Study.

Environment Situation Other sound sources

HOME Two people conversing at home in living room; male

wearing mics; female partner.

Sounds of having dinner; walking to kitchen, occa-

sional kitchen noise; radio music switched on.

RESTAURANT Two people having brunch in small restaurant; female

wearing mics; male dinner partner.

Table with two females talking to the right (approx.

1.5m); kitchen to the left/back (approx. 3m).

CITY WALK Two people walking through city streets; female

wearing mics; male partner.

People passing, cars passing, wind, changing direction,

more people passing, quiet area.

CITY TALK Two people sitting at a fixed location in the inner city;

female wearing mics; male partner.

Voices, street music, cars, motor scooters passing,

children yelling.

CITY BIKE Two people making a bike ride through city; male

wearing mics; female on a different bike.

Sounds include getting bikes unlocked; traffic noise;

cars, motors, scooters; wind noise; traffic-light

sounds.

STATION HALL Listener with mics sitting in a Train station. Noises of trains arriving and leaving, speech from

nearby persons and from occasional PA

announcements.

IN A TRAIN Listener with mics sitting in train, window on left

side.

Sounds from multiple travelers who are talking and

making phone calls, broadcast announcements.

IN A BUS Listener with mics sitting in a bus. Multiple stops; with short public address (PA)

announcements, hardly intelligible.
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2. Apply bandpass filters to the waveform, resulting in
six, one-octave frequency bands fi where fi values are
centered at 250, 500, 1000, 2000, 4000, and 8000 Hz.

3. Extract the envelope of each frequency band using
Hilbert transforms.

4. Calculate the Discrete Fourier Transform of the enve-
lope for each frequency band.

5. Determine, for each frequency band, the modulation
energy in each of six one-octave modulation bands
centered at 4, 8, 16, 32, 64, and 128 Hz by taking
the sum of the squared Discrete Fourier Transforms
in each band.

6. Calculate, for each fi, the ratio between (a) the aver-
age of the modulation energy in the modulation fre-
quency bands centered at 4, 8, and 16 Hz and (b) the
average of the modulation energy in modulation fre-
quency bands centered at 32, 64, and 128 Hz.

7. Take 10 times the log (base 10) of this ratio to get the
speech-likeness SL(fi) for each fi.

8. Using the SII frequency weighting (indicated as SII
(fi)) as weights for the SL values, take the SII-
weighted sum of the SL values across fi.

Representing these steps with equations, letting SL(fi)
represent the SL for each fi and SL to represent the
weighted average across FBs, we have

SL(fi)¼ 10 log10 {mean (mod strength[4 to 16Hz])/
mean (mod strength[32 to 128Hz])}and then finally

SL ¼
X6

i¼1
SII fið Þ�SL fið Þ:

We checked the usefulness of this SL metric by apply-
ing it to some nonspeech sounds from the ICRA Natural
Sound Library (https://icra-audiology.org/Repository/
icra-noise) and to samples of natural speech from a
male and a female talker recorded with our binaural
microphones (described earlier). The data are presented
in Figure 1 with SL values for each 10-s time interval.
Results show a nonoverlap between values of SL for
speech sounds and for nonspeech sounds and further
indicate no gender differences for speech signals.

Measures to Investigate the Interaural Difference
Information Available in the Recordings

For the interaural parameter estimates, the left and right
signals were filtered through a bank of quarter-octave-
bandwidth filters, and selected frequencies were analyzed
with respect to their interaural differences. In the results
reported here, one low-frequency band (centered at
500Hz) and one higher frequency band (centered at
2000Hz) were chosen as representative frequencies for
binaurally distinctive subdivisions. Also, since it is gen-
erally believed that only envelope timing information is

available at high frequencies, for the band at 2000Hz,

only the interaural information contained within the

envelopes of the 2000-Hz waveforms was examined.

In all cases, the bilateral signals were analyzed in 20-

ms time-slices, with 5-ms, cosine-shaped rise and fall

times, making a total (nonzero) window duration of

30ms. Successive time-slices were shifted by 20-ms, so

that there was overlap in the ramps, but the basic width

and spacing were 20ms. The 20-ms-based time-slice

duration was chosen based on other studies using this

duration (Best et al., 2017; Brungart et al., 2006).
Our binaural processing starts by computing the

cross-correlation function, a classic component of most

binaural models, for each time-limited and frequency-

limited slice (called a time-frequency or TF slice). For

each TF slice, the left and right waveforms are used to

compute the cross-correlation function, which is normal-

ized by the product of the root-mean-square (rms)

amplitudes, giving a maximum value of unity for wave-

forms that differ only in a pure delay and/or a fixed scale

factor. The time shift for which the cross-correlation

function reaches its maximum value is identified as the

ITD for this TF slice, and the maximum normalized

correlation is defined as the ICC. If the ICC of a certain

TF slice was less than 0.5, then that slice was regarded as

nonreliable and hence eliminated from the statistics for

ITDs. Also, ITD values were constrained to fall in the

“natural range” within 1 ms of zero delay; that is, slices

with maximum ITD magnitudes that were larger than 1

ms were eliminated from the ITD distributions. The ILD

Figure 1. Values of speech-likeness for (A) a set of ICRA non-
speech recordings downloaded from https://icra-audiology.org/
Repository/icra-noise; (B) recordings using the binaural micro-
phones of clean natural speech by 15 male talkers; and (C)
recordings using the binaural microphones of clean natural speech
by 15 female talkers. Dotted lines indicate boundary values cor-
responding to 0%, 50%, and 100% correct speech recognition
(explained later in the Discussion section).
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of the slice is defined as the decibel difference of the rms
amplitudes (i.e., 20 times the base-ten logarithm of the
rms ratio). The ILD was estimated for every time-slice,
and all values of ILD were included. The fraction of
rejected ITDs depended on the conditions of the record-
ing and varied between 23% (for the HOME recordings)
and 37% (for the IN A BUS recordings). In some cases,
other restrictions were considered and applied such as
ICC values that were considered highly coherent with
cutoff of 0.95 instead of 0.5; these cases are noted and
discussed further later. Note also that the envelope
waveforms, being nonnegative, always have nonnegative
correlation values (for every ITD), and so the ICCs for
500Hz and 2000Hz cases are not directly comparable
(cf. Bernstein & Trahiotis, 1996a, 1996b).

Results

SL results are presented and discussed before the inter-
aural parameter results. Within each type of results,
parameter values calculated from the analyses of the vir-
tual stimuli are presented first. The distributions of these
parameters are then used to interpret the corresponding
values computed from the natural recordings.

Speech-Likeness

SL Measures in Virtual Recordings. SL values for two target
and masker placements (T0M0 and T–45Mþ45) out of
the four described earlier (T0M0, T0Mþ45, T–45Mþ45,
and T0Mþ/–45) are shown in Figure 2 as a function of
the target-to-masker ratio (TMR), defined by the ratio
of the target and masker levels at the speaker locations

(in decibels). The T0M0 case (both sources straight
ahead) is shown in the first column and T–45Mþ45
(target to the left and masker to the right) is shown in
the second column. The upper row gives the data for the
anechoic condition; the lower row is for the reverberant
condition. In each panel, the dependence of SL on TMR
is shown separately for each ear for each of the three
different masker types (LTASS, FLUC, and MALE),
with the six cases coded by symbols (as given in each
panel). For the anechoic condition, when the speech
dominates (e.g., when the TMR approaches or exceeds
about 25 dB), all SL values are similar (SL� 12.5). Note
that, as expected for these well-pronounced speech mate-
rials, the SL values are in the upper range of values
obtained for the clean natural speech (see Figure 1).
As TMR decreases, the different maskers show different
SL values.

The pattern of results for the colocated case (T0M0,
first panel) shows, as expected, no visible differences
between left and right sides. Of course, for an actual
human being, as opposed to our simulations with sym-
metrical head-related transfer functions, the ears are not
perfectly identical, so some left–right asymmetries would
be expected in real life. Considering the MALE masker
first (diamonds), we see that, for large TMR values when
the FEMALE target dominates, the SL is about 12.5 and
for small TMR values (say �30 dB) when the MALE
masker dominates, the SL is about 11, showing that
the SL varies between voices. From Figure 1, we see
that the male and female distributions are similar rela-
tive to the interindividual listener variability. When the
LTASS masker is used, the low-TMR values of SL are

Figure 2. Measures of Speech-Likeness in the Virtual Recordings as a function of the Target-to-Masker Ratio (TMR), for three Masker
Types (LTASS, FLUC, and MALE) and For each ear (L,R) as Noted by Different Symbols. The top row is for anechoic conditions: target and
masker colocated at 0 (left column) and target at �45 and masker atþ45 (right column). The second row presents the same config-
urations for a highly reverberant condition (T60> 1.2 s). LTASS¼ long-term-average-speech-shaped spectrum. FLUC¼ fluctuating
(speech-envelope-modulated) noise, MALE¼ a male talker, see text in methods section.
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only about �1.3, consistent with the lack of SL in the
modulations of the LTASS noise. Finally, as expected,
the SL measure for the FLUC masker is close to the
MALE case, with masker-dominated cases reduced
slightly, from 11 to 9. Note that the SL measure strongly
discriminates target speech from the LTASS noise
masker but discriminates less between target speech
and the FLUC and MALE maskers. Apparently, the
FLUC noise contains roughly the same amount of
speech-relevant modulations as speech, as was intended
in its design (cf. Festen & Plomp, 1990), although the
original noise envelope results in a final FLUC envelope
that is more irregular than the envelope of pure speech.

Considering now the nonsymmetric case (T–
45Mþ45) in the right panel of the upper row, clear
left–right differences are observed with the LTASS
masker. The left–right differences in SL are almost 10
SL units when the TMR is near �5 dB. Left–right differ-
ences in the FLUC and MALE maskers are much
smaller, as expected since these maskers are also very
speech-like. Finally, we note that the T0Mþ45 condition
(not shown) has similar patterns in responses, as one
would expect with the similar but smaller asymmetries.
For the other condition not shown, the three-source con-
dition (T0Mþ/–45), one observes a similar overall
dependence on SNR with no left–right differences, as
expected from the statistical symmetry in this case.

The reverberated conditions in the lower row of
Figure 2 show, again as expected, reduced SL values at
high TMRs (reduced from about 12.5 to about 10.0).
This reduction also holds at low TMR values for the
MALE masker. In fact, the difference between MALE
and FLUC masker disappears in the reverberated con-
ditions. The interaural differences in SL are also reduced
with reverberation in the T0Mþ45 and T–45M45 con-
ditions, reflecting the reduction of the better-ear effect in
reverberant environments.

Because we are specifically interested in the better-ear
effect, which is related to interaural differences in SL, a
reference panel for comparing data between the ears is
given in Figure 3 for some of the virtual stimuli. Here,
SL values of the right ear are plotted versus the left-ear
values as the TMR varies for various spatial configura-
tions for the LTASS masker, since these cases show the
largest interaural differences (cf. Figure 2). SL values for
anechoic cases are plotted as solid black curves and SL
values for reverberant cases are shown as gray curves.
Specifically, the values plotted come from computed
values of SL, some of which are plotted in Figure 2:
The configurations are T0M0 (along the diagonal, by
symmetry), T–45Mþ45, and T45M–45 (labeled curves,
using data as plotted in the upper [anechoic] and lower
[reverberant] right panels of Figure 2, together with the
assumed left–right symmetry). Finally, the aforemen-
tioned SL values span a broad range of values as

represented in Figure 1. From an overall perspective,

the data in Figure 3 show that large interaural differ-

ences in SL values can occur. For example, in the T–

45M45 or T45M–45 configuration, SL can be less than

1.2 (corresponding to typical values of SL for nonspeech

ICRA recordings as seen in Figure 1) for one ear and be

greater than 8.2 (corresponding to pure speech for

speakers in Figure 1) for the other ear. Differences are

smaller for reverberated cases.

SL Measures in Natural Recordings: Exploration of the Data.

Measures for SL in natural recordings are given in

Figure 4A to H. For each of the eight environments,

the data are presented in the two panels of the

indicated subfigure, with Figure 4A corresponding to

the HOME environment, Figure 4B corresponding to

the RESTAURANT environment, and so on, as ordered

in Table 1. In each subfigure, the left panel shows each of

the two SL measures plotted as a function of time for a

250-s portion of each recording, and the right panel shows

the SL for the right ear plotted versus SL for the left ear

(as shown in Figure 3 for the virtual recordings). The

overall picture that emerges in the SL data is a large var-

iance within and between environments, both in the inter-

aural differences and in their temporal dynamics.
The SL distributions can be extracted visually from left-

panel plots, and the distributions within each of the three

Figure 3. Reference Frame for Interpreting Speech-Likeness (SL)
in the Natural Recordings. Calculations for the values plotted use
virtual stimuli and are explained in the text. For interpreting
interaural differences in the natural recordings, SL data for the
right ear are plotted versus SL data for the left ear for the T–
45Mþ 45 condition in LTASS noise (and for the mirrored condi-
tion Tþ 45M–45). Data for the anechoic conditions are shown
with dark lines and data for the reverberated cases are given with
gray lines. Boundary values for speech-likeness values roughly
corresponding to 0%, 50%, and 100% correct speech recognition
are indicated by dashed horizontal and vertical lines, as described
in the Discussion section.
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categories of environments show similarities. For the Inside
environments, both Home and Restaurant (Figure 4A

and B) have median values around 7 or 8 at both ears

(corresponding to SNRs around 0dB in speech spectrum

noise [LTASS]; see Figure 2 earlier) and the 95% interval

ranges from 2 to 14 (roughly). For the Outside environ-

ments in Figure 4C to E (City Walk, City Talk, and City

Bike), one sees broader distributions at both ears that are

sometimes bimodal (City Walk and City Bike) with the

95% interval ranging from �1 to 15. For the Public

Transport environments in Figure 4F to H (Station Hall,

In a Train, and In a Bus), one sees the lowest values, most

values in the range 0 to 5 (corresponding to SNRs in
LTASS around –10 to –5dB in Figure 2) with the 95%

interval ranging from –1 to 8.
The highest interaural differences in SL (as seen in the

deviations from the diagonal in the right panel) are

found for the Outside environments (Figure 4C–E),
most prominently for the City Walk, where interaural

differences exceed the T–45Mþ45 reference values, for

example, where the signal at one ear is a nonspeech-like

signal and the other is very speech-like. Also, the inside

environments (Figure 4A and B) have slices with smaller

but substantial interaural differences. Interaural differ-

ences are smallest for the samples of Public Transport

recordings that are included in Figure 4F to H. The

recordings in Restaurant, City Bike, and City Talk

show a clear overall dominance of SL for one ear

(right, right, and left, respectively) in accordance with

the configuration of sounds in those settings and with
perceptions listening to these recordings.

Considering the temporal fluctuations seen in the left

panels of Figure 4, the degree of fluctuation in the SL

over different environments roughly concur with the

Figure 4. Speech-Likeness (SL) in Natural Recordings for Two Inside Environments [Home (a) and Restaurant (b)], for Three Outside
Environments [City Walk (c), City Talk (d), and City Bike (e)], and for Three Public Transport Environments [Station Hall (f), in a Train (g),
and in a Bus (h)]. For each environment, the left panel illustrates the temporal dynamics of SL in natural settings by plotting speech-likeness
values for both ears as a function of time for a 250-s portion of each recording; median values of the interaural differences (IADs) are given
in each plot as well as the boundaries of the 95% intervals. The right panel gives interaural differences in speech-likeness by plotting values
for the right ear versus those for the left ear in the reference frame provided by Figure 3.
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pattern of interaural differences. The largest fluctuations
are found for the Outside environments and lowest for
the Public Transport environments, consistent with the
movements of the dominant sources as perceived in lis-
tening to the recordings.

In Figure 5, the SL values for the right ear versus the
left ear are plotted, combined over all natural environ-
ments, again using the reference frame presented in
Figure 3. This gives a rough indication of the variety
of interaural differences in SL a person could encounter
in everyday life environments. The combined values
show significant left–right differences, as already noted
in Figure 4. The curves showing the virtual interaural
results are again included, as in Figures 3 and 4. In addi-
tion, horizontal and vertical lines of various types are
included for comparison to expectations from measure-
ments of speech intelligibility for LTASS maskers.
These lines and comments about comparisons of the cur-
rent data to these lines are included below in the
Discussion section.

Interaural Difference Information

In the following subsections, distributions of interaural
parameters obtained from TF slices of virtual recordings
are presented and discussed. Then, these distributions
are compared with distributions for the natural stimulus

recordings. The virtual conditions presented here include
a female target and a spatially separated male masker in
anechoic space. The effects of adding reverberation are
also illustrated. Multiple spatial conditions were proc-
essed, but they show patterns that are more or less as
expected after considering the T–45Mþ45 cases, and so
discussion here is focused on these T–45Mþ45 cases.

Interaural Parameter Distributions in the Virtual Recordings.

The interaural parameter distributions for the
T–45Mþ45 cases for two masker-environment combina-
tions, ANECHOIC and REVERBERANT, are shown
in Figure 6A and 6B, respectively. In each subfigure,
the leftmost column shows the distributions of ICC
values for both frequency bands, the second column
shows ITD versus ILD distributions that include all
TF slices (with ICC> 0.5), and the third column
shows these distributions including only the high-
coherence TF slices (i.e., with ICC> 0.95). Note that,
within each subfigure, the upper panels show the 500-
Hz band values and the lower panels show the 2000-Hz
band values. It was also observed that the ICC values
for these two frequency bands appear as roughly inde-
pendent in plots of their joint distributions (plots are
not shown here). Data from other maskers and other
spatial conditions are available and were processed,
but they show patterns that are more or less as
expected after considering the T–45Mþ45 cases
shown. Also, note that all cases presented here use a
TMR of 0 dB so that target and masker are equally
strong in rms level at the source.

For the ANECHOIC masker (with no reverbera-
tion), shown in Figure 6A, the ICC distributions
show mostly high values, many near unity; about
44% of the TF slices at 500Hz have an ICC higher
than 0.95; for the 2000Hz envelope this fraction is sim-
ilar at 43%. The ITD-vs-ILD plots show two broadly
distributed clusters around the values we would expect
for sources at� 45�: Clusters near positive values
roughly at 0.6ms and 4 dB for 500Hz and roughly
0.5ms and 4 dB for 2000Hz and with clusters near
corresponding negative values, as expected because of
the symmetric placements. Recall that only ITD data
are shown from time-slices with ICC values above 0.50,
so the ITD-vs-ILD plots are similarly restricted in the
second column. As seen in the third column, the two
distributions are more compact when the distributions
are restricted to intervals with ICC values above the
0.95 criterion.

Turning to Figure 6B, for the REVERBERANT
masker, we find a much broader distribution of ICC
values at 500Hz, with only 2% of TF slices with ICC
higher than 0.95. The interaural difference distributions
(ITD and ILD) are broader and nearly symmetric
around zero ILD. This is not surprising since the direct

Figure 5. Speech-Likeness Values for Right Ear Versus Left Ear
for all eight environments plotted together. As described in the
Discussion section, four subdivisions are indicated for listeners
with normal hearing, using the speech-likeness boundary of 8.2
corresponding to the SNR for 100% intelligibility in this population.
These SL boundaries are indicated with thick black lines. In addi-
tion, boundaries for listeners with hearing impairment are indi-
cated with gray lines. With impairment, the SNR for 50%
intelligibility is shifted and the psychometric curve is shallower;
hence, the SNR for 100% intelligibility will shift and so will the SL
boundaries (toward higher speech-likeness values of about 11).
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sounds and the reflected sounds are combining to elim-

inate the dominance of the target and masker locations.

Finally, note that the joint distributions of ITD and ILD

change as expected when reverberation is added.

The clear foci in the plots of Figure 6A, with one

focus for each source, are replaced by a relatively diffuse

pattern of points with minimal focus in Figure 6B, with

only a relatively small amount of highly coherent TF

slices consistent with the interaural decorrelation of the

waveforms in reverberation.
Although not shown here, other virtual environments

with various combinations of masker types (MALE,

LTASS, and FLUC) and spatial configurations

(T0M0, T0Mþ45, T–45Mþ45, T0Mþ/–45) were evalu-

ated and show expected patterns of parameter distribu-

tions, based on the cases discussed here.

Figure 6. Interaural parameters analyzed in 20-ms time-slices for the virtual recordings for (A) ANECHOIC for spatial condition
T–45Mþ 45 and TMR¼ 0, and (B) REVERBERANT, also for spatial condition T–45Mþ45 and TMR¼ 0. Each subfigure presents in the top
row (for bands centered at 500 Hz) from left to right: the distribution of ICC values; the joint distribution of ITD and ILD values using all
ITD values recorded (ICC> 0.5), and corresponding ILDs; the joint distribution of ITD and ILD using only data with highly coherent ICCs
(ICC> 0.95). In the second row, the same data are given for the envelopes of the 2000-Hz band. ICC¼ interaural cross-coherence;
ITD¼ interaural time delay; ILD ¼interaural level difference.

10 Trends in Hearing



Interaural Parameter Distributions in the Natural Recordings.

Recordings from the eight natural environments were
processed to estimate the interaural parameters as
described earlier for the same frequency bands and
time-slice durations. Selected examples are presented in
Figure 7A to C for Restaurant, City-Walk, and In-a-
Train environments, providing one example each of
Inside, Outside, and Public Transport environments.
Specifically, each subfigure presents two rows of panels
showing the interaural parameter samples, with 500 Hz
in the upper row and 2000 Hz in the lower row. The
panels in each row show the distribution of the ICC
values for all time samples for each frequency, the tem-
poral sequence of ILD values with ICC above 0.95,
and the temporal sequence of ITD values for ICC
above 0.95.

As an illustration of the interaural parameter distri-
butions and their temporal variations, we consider the
City Walk environment first, as displayed in the two
rows of Figure 7B. The City Walk comprises recordings
from the conchas of a female taking a walk outside in
conversation with a male who accompanies her. As she
walks, the environment includes sound sources from var-
ious directions in the form of voices of other walkers,
children on bicycles, and buses driving by, as well as
footsteps and other environmental sounds. It is clear in
the leftmost panels that many time-slices have low ICC.
In general, the ICC values are distributed broadly (even
broader than the reverberant MALE masker condition
in Figure 6B), consistent with the multiple sources and
reflections that are present. For the interaural parameter
versus time plots, values are estimated and presented,
again only for slices with ICC values greater than 0.95.
The ITD and ILD values are shown as time sequences of
values to show temporal dynamics. It can be seen that
the ILD and ITD values for 500 Hz show three distinct
peaks: one near midline (both ITD and ILD near zero),
and one on each side (broad ILD values near þ5 dB [left
side] and �5dB [right side], and ITD clusters near 0.6ms
[left side] and �0.6ms [right side]). As seen in the tem-
poral sequences of values, these clusters can be related to
the movement of dominant sources. By listening to the
recording it appears that the cluster of interaural differ-
ences near zero is generated by the voice of the female
wearing the microphones and the side peaks are most
often the male companion who is primarily on the left
in the early part of the recording and more to the right in
later parts of the recording.

Similar plots for the other natural environments,
Restaurant and In a Train, are shown in Figure 7A
and C, respectively. The distributions are generally con-
sistent with the nature of the environments that one
hears in listening to the recordings, with sources per-
ceived in different directions and moving relative to the
listener wearing the microphones. In the Restaurant

environment (Figure 7A), directions correspond to the
dining partners, both near midline, and to additional
sources off midline. These off-midline sources include
people speaking at another table (to the right) and
sounds from the kitchen direction (to the left). Overall,
this Restaurant environment is dominated by the voices
of the microphone wearer and her dining partner directly
across the table, both of which provide minimal inter-
aural differences. The negative ITD values in the time
sequence are apparently due to people at a table to
the right of the person wearing the microphones, corre-
sponding to how the recording sounds when
listening with headphones. In the temporal sequences
in Figure 7C, there is a broad spatial distribution corre-
sponding to sources to the right with high reverberation,
consistent with riding in a Train and sitting on the left
side of the car.

General Remarks on the Interaural Parameter Distributions in

the Natural Recordings. A primary implication of the anal-
ysis of the virtual and natural recordings is that the per-
ceptual system must be able to focus on high-coherence
intervals and to extract information from relatively short
time-slices in order to process information from multiple
sound sources, although the specific limitations of time-
slice sensitivity are not clear, as discussed later. This
implication is supported by the subjective experience of
listening to the recordings; though without formal meas-
urements, these impressions have been clear to all who
have listened to the recordings. This observation is con-
sistent with the observations of Mlynarski and Jost
(2015) based on their recordings from natural environ-
ments; when there are multiple sources, the overall dis-
tributions of interaural differences are not easily
separated into distinct sources since the combinations,
echoes, and reverberations lead to interaural differences
that do not match pure single sources. The selectivity for
time-slices and the ability to monitor multiple directions
simultaneously is not an explicit prediction from our
analyses, but selectivity appears to be an important abil-
ity to test in evaluating abilities of listeners in complex
environments, with and without hearing-assist devices.

Turning to the ICC data, the distribution of ICC
values within each environment can be illustrated by
plotting the joint distribution of ICC values for 500-Hz
time-slices and for 2000-Hz time-slices (based on enve-
lopes, as described earlier). As an illustration, the 2000-
Hz ICC is plotted versus the 500-Hz ICC for the com-
bined data for all eight natural environments in Figure 8,
as we did in Figure 5 for the SL. The data in this graph
could be considered as exemplary for the coherence in
bilateral stimuli that people encounter in daily life. It
shows that the amount of TF slices that contain highly
coherent information in both frequency bands is rela-
tively small. The fraction above 0.95 in both frequencies
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Figure 7. Interaural Parameters Analyzed in 20-ms Time-Slices for Several Natural Environments. A: An Inside environment (Restaurant).
B: An Outside environment (City Walk). C: A Public Transport environment (In a Train). For each environment, the three panels in the
upper row present data for the 500Hz frequency band, and the lower row presents data for the 2000-Hz band. The distribution of ICC
values are in the leftmost panel, with the fraction of time�frequency slices that are highly coherent given; the center panel gives the ILD
values plotted versus time; and the right panel gives the ITD values plotted versus time. Only the highly correlated values (ICC> 0.95) are
plotted in both cases. ICC¼ interaural cross-coherence; ITD¼ interaural time delay; ILD ¼interaural level difference.
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is less than 2%. Also, note that the distributions are

wide, with a range from zero to unity for the 500-Hz

case and with a range from roughly 0.6 to unity for

the 2000-Hz envelopes. The higher values for the

2000-Hz case is expected because the envelopes are

always positive, as noted earlier (cf. Bernstein &

Trahiotis, 1996a, 1996b). For the anechoic virtual envi-

ronment with female target at �45� and MALE masker

at� 45� (Figure 6A), the fraction above an ICC of 0.95

in both frequencies is more than 20%. Note that this

environment corresponds to configurations used in clin-

ical testing. The general picture that arises is that stimuli

in everyday life are much less coherent than stimuli used

in clinical testing, though the exact numbers will depend

on the specific choices that are made in selecting the

specific environments. This implies that the number of

instances in which one source is dominating both ears is

relatively small, even with 20-ms intervals.

Discussion

Binaural sound recordings were made in a variety of

natural environments. For comparison and reference

purposes, virtual recordings were constructed with a

female target, several types of maskers, and several

spatial configurations. Recorded waveforms were

analyzed in terms of SL, based on modulation pat-
terns, and in terms of interaural parameters, that is,
distributions of ICC, ITD, and ILD estimated for 20-
ms time-slices.

Speech-Likeness

Results for the SL measures in natural recordings
(Figure 4) show large differences among the environ-
ments that are encountered in everyday life. Also,
within the individual recordings, SL may vary substan-
tially over different time intervals as well as show large
differences between left and right ears. There is evidence
that scenarios with adverse acoustic conditions occur in
everyday life as do scenarios with highly intelligible
speech. These results are generally in line with those
reported by Smeds et al. (2015) and Wu et al. (2018).
To make a better comparison with these studies, we
crudely relate the SL measure for the virtual recordings
to speech intelligibility, using results of speech recogni-
tion tests with the same stimuli conducted on normal-
hearing listeners in a previous study (Smits et al., 2013).
This indicative comparison is only done for the anechoic
condition with a collocated target and LTASS masker
(matching the circles in the upper left panel in Figure 2).
For this case, the (virtual) target and masker are at the
same location, directly in front of the listener, and
the spectra of target and masker are the same.
Therefore, the TMR values at the sources are the same
as the TMR values at both ears. Smits et al. (2013) pre-
sent speech recognition data as a function of SNR,
which is the same as our TMR in this case, with
speech and LTASS stimuli presented monaurally
through headphones. In their study (Smits et al., 2013),
100% speech intelligibility is reached at an SNR (and
TMR) of 0 dB. From Figure 2, upper left panel, it fol-
lows that a TMR of 0 dB (and 100% speech intelligibil-
ity) corresponds to a SL value of 8.2. Similarly, 50%
speech intelligibility is reached at a TMR of �5 dB,
which corresponds to a SL value of 4.7, and finally,
0% speech intelligibility is reached at a TMR of
�10 dB, which corresponds to a SL value of 1.2. Note
that clean speech (TMR �15 dB) corresponds to speech-
intelligibility values above 12.2.

Using this crudely derived relationship between SL
values and SNRs (SL values of 1.2, 4.7, 8.2, and 12.2,
corresponding to SNRs of �10, �5, 0, and 15 dB,
respectively), we can intuitively relate the results of this
study to those of Smeds et al. and Wu et al. SNRs rang-
ing from �10 to 30 dB and peaking at about an SNR of
8 dB in Wu’s Figure 4 yield SL values ranging from 1.2
to more than 12.2 with a peak around 10. In the current
data, SL in Inside environments shows a similar
pattern (Figure 4A and B). In Outside environments
(Figure 4C–E), lower values for SL are found;

Figure 8. Combined coherence data for all eight natural envi-
ronments in the 2000-Hz band (envelope) versus the 500-Hz band
(fine-structure) in bins that are spaced by 0.01. Numbers are
expressed as fractions of the total number of time-slices in the
eight environments (143104). The data in this graph could be
considered as exemplary for the coherence in binaural stimuli that
people encounter in daily life. Note that the ICC values are scat-
tered and that maximum values are about 0.0014. (For the virtual
recording with female target at þ45� and male masker at �45�,
values are nearly all in the high coherent region with maximum
values of 0.45.)
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furthermore, the distribution shows a second peak near

zero, possibly reflecting instances with adverse condi-

tions or conditions with no speech present at all. In
the Public Transport environments (without intentional

conversation), SL does not exceed 10 and only a peak

toward low SNRs is found. When taken together, the

distribution of SNR/SL in this study is broader than

that of Wu et al. and more in line with the data reported

by Smeds et al. (2015, Figure 4).
There are several differences in methodology that

might account for the different results in different stud-

ies. We used an automated measure to characterize SL,

without using subjective characterization by the subject.
Hence, we presumably have included time-slices without

speech at all, or time-slices that would not be considered

as a communication situation. This might have led to a

lower estimation of values for SL and consequently for

the estimated SNR values. On the other hand, in the

manual procedure, using characterization of time-
slices, some relevant situations might be missed; further-

more, this manual method is complicated in relation to

privacy issues.
Returning to Figure 5, in which the SL values for the

right ear versus the left ear are plotted, combined over all

natural environments, we consider our results with ref-

erence to speech-intelligibility results using the reference

frame described just above by comparing SL values with

speech-intelligibility values for the LTASS masking case.

Note that these comparisons are only approximate
because we do not have validated information about

the relation between intelligibility and speech likeness

for maskers other than LTASS noise. However, this

way of plotting could be considered as exemplary for

the SL that people encounter bilaterally in daily life,
where “good speech-likeness” is defined as SL � 8.2 as

corresponding to 100% speech intelligibility in the

LTASS case. As an illustration, four subdivisions are

distinguished in Figure 5 with solid black lines: (A)

good SL for both ears, (B) good SL only on the right

side, (C) good SL only on the left side, and (D) poor SL
for both ears. In Subdivision A, using the indicative rela-

tion between SL and speech intelligibility, normal hear-

ing listeners would have no difficulties in speech

intelligibility and the exact spatial position would not

be critical. In Subdivision B, listeners would achieve
good speech intelligibility using their right ear but not

their left, and in Subdivision C listeners would need their

left ear. In Subdivision D, neither ear alone would

achieve a good speech intelligibility score; however, if

binaural coherence is sufficient, binaural unmasking
could enhance the effective SNR up to 5 dB (e.g.,

Goverts & Houtgast, 2010; Levitt & Rabiner, 1967a,

1967b). This would effectively improve performance in

Subdivision D.

For an individual listener with impaired hearing, the
same four subdivisions of functional abilities can be indi-
cated, but the functional boundaries would be at higher
values of SL. Example boundaries are also included in
Figure 5 with gray lines. Hearing impairment can, even
while wearing hearing aids, lead to an increase in the
TMR in LTASS noise required for 50% intelligibility
and a shallowing of the psychometric curve that varies
over listeners. We describe an exemplary shift of around
3 dB (�2 dB vs. �5 dB). As a consequence, the TMR for
100% intelligibility shifts by about 4 to 5 dB in this
example corresponding to a SL of about 11. This is illus-
trated by the solid gray lines. These changes imply
that individuals with sensory-neural hearing impairment
will encounter more time-slices in Subdivision D; the
number of slices in the other subdivisions will change
correspondingly.

Binaural unmasking can be functional in individuals
with impaired hearing when they have adequate bilateral
hearing-aid fitting (e.g., Goverts & Houtgast, 2010);
however, in many cases it will be reduced, even if the
binaural coherence in the environment is substantial. So,
additional signal processing schemes, directional micro-
phones, and remote listening solutions would benefit
these individuals encountering sound stimuli in
Subdivision D. From Figure 4C to E, it also becomes
clear that, for individuals with bilateral hearing loss who
are rehabilitated unilaterally, the fraction of time-slices
that show significant differences in SL between the ears,
which is presumably related to the number of situations
with useful speech on one side and nonspeech interfer-
ence on the other, can be substantially reduced if a
second device is used. To conclude, these exploratory
data suggest that the better-ear effect is functionally
important, which provides support for the prescription
of bilateral instead of unilateral amplification where
appropriate. It should also be noted that there are
large differences in SL within and between the situations
that individuals with hearing impairment encounter.

The results also show many cases with large differ-
ences in SL between the left and right waveforms, with
the better-ear changing in different time intervals, sug-
gesting that it is important to have both ears receiving
stimuli, especially in conditions that do not obviously
favor a single ear. This suggestion results from the spa-
tial configurations and movements of sources as well as
the short-time variation of which source in the environ-
ment is dominant. Figure 5 presents an overview of
interaural differences in SL for the eight environments
combined. It can be shown that the overall median value
is about unity (range 0–13). Smeds et al. (2015, Table 2)
report median differences in SNR between the better and
worse ear for different environments. The overall median
value is 3 dB (range 0–8dB). The different sizes of inter-
aural differences in SL are probably caused by the smaller
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time frames used in this study. Note also that Smeds et al.
find the largest interaural difference for the Public
Transport, whereas in this study, the largest values are
found in Outside environments (Figure 4C–E, second
column), presumably reflecting the fact that Smeds et al.
restricted their analysis to time frames with intentional
communication. Taken together, these factors highlight
the importance of both the ability to listen to both ears
(sometimes individually and sometimes together) and the
ability to select the ear or mode of binaural processing
within short-time intervals, all as part of the optimization
of binaural listening.

Modeling studies of speech intelligibility, including
spatially distributed maskers of various types, show
that individuals with normal hearing can use binaural
processing for either selecting optimal TF units (cf. Mi
et al., 2017) or suppressing the masker (cf. Beutelman &
Brand, 2006; Beutelmann et al., 2010; Lavandier &
Culling, 2010; Wan et al., 2010, 2014). For an individual
with hearing impairment, the short-time boundaries
between using one of the two ear signals or using binau-
ral processing are determined by speech recognition
capacities, that is, what amount of speech information
(corresponding to a specific SL value) is needed for intel-
ligibility, and what processing is available. Little is
known about these abilities.

Interaural Differences

Results from the interaural difference measures show
that, in the 500-Hz frequency band, the 20-ms time-
slice is short enough to capture the times that single
sources dominate the binaural inputs when there are
multiple speech sources in the environment.
Importantly, results show that the natural recordings
contain a relatively small amount of coherent time-
slices (only 0.5–15.5% of time-slices had an interaural
coherence above 0.95) when compared with the virtual
recordings (44% and 35% for the T–45M45 configura-
tion with MALE and LTASS masker, respectively).
Only the reverberant virtual case showed a comparably
low percentage (5%). These coherent time-slices contain
binaural cues (ITD and ILD) that can be used to select
intervals with good speech intelligibility for individual
sources. Within these coherent time-slices, the interaural
differences observed as a function of time show good
(subjective) correspondence with the subjective impres-
sions of dominant sources when listening to the natural
recordings. Also, the nature of the patterns of interaural
differences as a function of time vary over the environ-
ments, as one would expect.

The distributions of interaural parameters, as seen for
several environments in Figure 7, illustrate that 20-ms
time-slices can be used to estimate the interaural param-
eters of individual sources. It follows that this 20-ms

interval, which has been used in binary masking para-

digms (e.g., Best et al., 2017), is short enough to allow

individual speech sources to dominate in many time

intervals. By listening to the recordings while observing

the distributions of interaural differences over time, we

conclude that these interaural differences could be used

to identify the dominant source and possibly to TF filter

the stimulus to provide useful information about a

selected source. In general, the experience of listening

in combination with the analysis of the ITDs for differ-

ent time-slice lengths suggest that processing of informa-

tion in time intervals on the order of 20ms provides

useful information for separating sources. It is also nota-

ble that the ILD distributions do not show distinct

peaks, even for cases when distinct peaks are seen in

the ITD distributions (i.e., for time-slices with high

ICC values).
The ability of listeners to make use of rapid changes

in interaural parameters is an unresolved question. We

used TF slices of 20-ms duration to provide information

at a high-resolution time scale so that we would be able

to see the variations, and we chose 20-ms to be consis-

tent with other high-resolution studies (Best et al., 2017;

Culling et al., 2006). The ability of the auditory process-

ing to make use of such rapid changes in interaural

parameters is not yet clear. The concept of “binaural

sluggishness” is needed to understand a variety of bin-

aural psychophysical data, and it is incorporated into

many binaural models, particularly in the area of binau-

ral detection. These models typically assume a temporal

smoothing to generate available binaural decision varia-

bles with a time constant on the order of 100 ms (e.g.,

Durlach, 1963; Hauth & Brand, 2018); however, the con-

ditions under which sluggishness has an impact have not

been determined. We believe that more experiments in

this general area will provide useful data.

Clinical Relevance

This study indicates that the acoustics of everyday life

situations vary substantially, and many situations con-

tain sparse information for speech recognition. Thus,

selective listening to temporal slices is important in com-

plex environments. The normal auditory-cognitive

system can function adequately in the majority of envi-

ronments using these cues; however, in cases of auditory

impairment and/or reduced top-down resources, every-

day life is a challenging condition.
The substantial fraction of time-slices with a single

good ear as measured by SL suggests that the better-

ear effect is relevant for daily functioning, which sup-

ports the prescription of bilateral amplification for

appropriate candidates. This also supports the notion

that patients miss substantial information if they do
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not have the use of two ears (e.g., because of unilateral
deafness).

In addition, for individuals with impaired hearing,
our analyses suggest that everyday environments contain
relatively high numbers of time-slices in which neither
ear receives adequate SL. This situation may improve
with bilateral amplification enabling binaural unmask-
ing, but in many cases advanced signal-processing
schemes or remote microphones would be needed to
enhance the SNR (and hence the SL) to achieve good
intelligibility.

Finally, restoring/rehabilitating binaural function is
important. This study shows that, even in situations
with low interaural coherence, there is relevant binaural
information in realistic stimuli for the localization and
separation of sources. This information should be proc-
essed and transferred optimally to the auditory
system. Listeners with impaired hearing should be
trained to optimally make use of these cues, and
hearing-assist devices should be designed to maintain
these important cues.

Assessing Speech Recognition in Clinical Testing

Results show that there are large differences in SL within
and between the situations that individuals with hearing
impairments encounter. Furthermore, it has become
clear that interaural coherence is low and variable in
realistic conditions. In clinical consultations and assess-
ment, this variability should be taken into account.
Clinical tests typically assess speech recognition capacity
in a well-defined setting, usually highly coherent stimuli,
like the virtual recording with female target speech and
male masker in this study. These tests usually target the
condition of just-intelligible speech, generally at negative
TMRs (i.e., low values for SL). This study shows that
such tests are only partly representative for daily life and
that there is broad scope for ecologically valid tests. If
new tests are to move toward higher ecological validity,
they should include conditions with higher and more
variable SL values. There have been some attempts to
add realism to speech tests, for example, Best et al.
(2015) and Culling (2016). Overall, improved tests
should not necessarily mimic realistic configurations,
but merely include more temporal dynamics in SL
values and in interaural parameters and also less coher-
ent stimuli. Furthermore, Weisser and Buchholz (2019)
suggest that speech and noise should not be considered
independently. SNR should follow operational ranges
that occur in realistic acoustic conditions as were inves-
tigated in their paper. Furthermore, with regard to spa-
tial configuration, clinical testing of speech recognition
in spatially separated configurations occurs typically in
T0Mþ45 and/or T–45Mþ45 configurations. Most of the
recorded natural time-slices (except for the “Walk”

recording) have interaural differences in SL that fall
within the range that is found in virtual T0Mþ45 or
T–45Mþ45 recordings. This suggests that current
speech tests with T–45Mþ45 configurations are ecolog-
ically consistent with natural environments in terms of
interaural differences.

Future Research

Research studies should be designed to specifically inves-
tigate the mechanisms underlying the apparent capaci-
ties of human beings to process the sparse distribution of
coherent TF slices and to make optimal selections of
information. One possible direction is performing psy-
chophysical investigations of speech intelligibility using
the realistic recordings as a masker as was done by
Weisser and Buchholz (2019).

Directions for future research include the develop-
ment of clinically useful tests that can be used to evalu-
ate performance in multisource environments and that
can be easily applied as part of the hearing-aid fitting
and evaluation process. These tests would naturally
include multiple sources with fluctuations of short-term
power that are comparable to fluctuations in speech
waveforms. Another area of research that may be help-
ful would be to make recordings in environments for
specific populations (e.g., children, older adults, and
hearing impaired), who may encounter special problems
in specific environments (e.g., classrooms, gyms, large
dining rooms, group meetings, and parties with multiple
small groups having conversations). We may also benefit
from recordings with longer durations that would allow
estimation of relative occurrence of special situations
within their acoustic environments.

Finally, recordings like those of this study should be
used to evaluate signal processing in hearing-assist devi-
ces to investigate what output is provided to the eardrum
(or to the auditory nerve) in response to the realistic
stimuli and then specifically evaluate how available
signal cues are preserved in binaural and bi-modal (elec-
tric and acoustic) processing.

Conclusions

Overall, the SL results from realistic environments show
large variability within and between environments and
also show many time-slices with a single good ear.
Furthermore, the interaural parameter results show
that the natural recordings contain a relatively small
proportion of time-slices with high coherence compared
with the virtual recordings. In other words, the informa-
tion available to the binaural hearing system in realistic
scenarios is sparse. The normal auditory-cognitive
system can function adequately in the majority of envi-
ronments; however, in cases of auditory impairment
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and/or reduced top-down resources, everyday life has
many challenging acoustic conditions.

For individuals with impaired hearing, our analyses
suggest that everyday environments contain relatively
high numbers of time-slices in which neither ear receives
adequate speech information. This situation may
improve with bilateral amplification, but in many cases
advanced signal-processing schemes or remote micro-
phones would be needed to enhance the SNR (and
hence the SL) to achieve good intelligibility.

Furthermore, restoring/rehabilitating binaural func-
tion is important. This study shows that, even in situa-
tions with low interaural coherence, there is relevant
binaural information in realistic stimuli for the localiza-
tion and separation of sources. This information should
be processed and transferred optimally to the auditory
system. Listeners with impaired hearing should be
trained to optimally make use of these cues, and
hearing-assist devices should be designed to maintain
these cues.

Finally, there are implications for improving clinical
tests to assess speech recognition capacity. Current tests
typically use well-defined setting with highly coherent
stimuli, like the virtual recording with female target
speech and male masker in this study. These tests usually
target the condition of just-intelligible speech at negative
TMR. This study shows that such tests are only partly
representative for daily life and that there is broad scope
for improved, ecologically valid tests. Such tests should
not necessarily mimic realistic configurations but should
at least include more temporal dynamics in SL values
and in interaural parameters and also less coherent stim-
uli in order to enhance ecological validity.
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