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A B S T R A C T   

Background and purpose: With deep-learning, gross tumour volume (GTV) auto-segmentation has substantially 
been improved, but still substantial manual corrections are needed. With interactive deep-learning (iDL), manual 
corrections can be used to update a deep-learning tool while delineating, minimising the input to achieve 
acceptable segmentations. We present an iDL tool for GTV segmentation that took annotated slices as input and 
simulated its performance on a head and neck cancer (HNC) dataset. 
Materials and methods: Multimodal image data of 204 HNC patients with clinical tumour and lymph node GTV 
delineations were used. A baseline convolutional neural network (CNN) was trained (n = 107 training, n = 22 
validation) and tested (n = 24). Subsequently, user input was simulated on initial test set by replacing one or 
more of predicted slices with ground truth delineation, followed by re-training the CNN. The objective was to 
optimise re-training parameters and simulate slice selection scenarios while limiting annotations to maximally- 
five slices. The remaining 51 patients were used as an independent test set, where Dice similarity coefficient 
(DSC), mean surface distance (MSD), and 95% Hausdorff distance (HD95%) were assessed at baseline and after 
every update. 
Results: Median segmentation accuracy at baseline was DSC = 0.65, MSD = 4.3 mm, HD95% = 17.5 mm. Updating 
CNN using three slices equally sampled from the craniocaudal axis of the GTV in the first round, followed by two 
rounds of annotating one extra slice, gave the best results. The accuracy improved to DSC = 0.82, MSD = 1.6 
mm, HD95% = 4.8 mm. Every CNN update took 30 s. 
Conclusions: The presented iDL tool achieved substantial segmentation improvement with only five annotated 
slices.   

1. Introduction 

In radiotherapy, target volume delineation is still suffering from 
substantial inter-observer variation (IOV) [1–3]. To improve delineation 
accuracy and reduce workload, researchers have focused on deep- 
learning (DL) based auto-segmentation [4]. While DL tools dominate 
the leaderboards in medical image segmentation challenges, the accu
racies for tumour segmentation are not yet perfect. For head and neck 
cancer (HNC) gross tumour volume (GTV) segmentation, uni- and multi- 
modal imaging inputs have been investigated, such as computerized 
tomography (CT)-only [5], magnetic resonance (MR)-only [6,7], posi
tron emission tomography (PET)-CT [8–10], and PET-CT-MR [11], with 

segmentation accuracies ranging from 0.6 to 0.8 in Dice similarity co
efficient (DSC). In clinical practice, it is expected that these segmenta
tion tools would still require substantial manual annotations from 
physicians. Most DL tools are based on supervised learning, where im
aging data with manual segmentation is used to train a convolutional 
neural network (CNN). With the presence of IOV in the training data, 
segmentation accuracy is limited by the level of the IOV [12]. 

Instead of fully automated segmentation, some researchers proposed 
interactive deep-learning (iDL) methods combining the power of CNNs 
with the knowledge of the physicians. In its most simple form, iDL can be 
a manually placed bounding box around the volume of interest to focus 
the inference step [7,13–15]. In more advanced iDL, the physician is 
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presented with an initial auto-segmentation and clicks, scribbles, or drag 
points are used to indicate false positive (FP) or false negative (FN) 
areas. These are then used to retrain the CNN parameters, to improve the 
segmentation output for the case at hand. Scribble-based iDL has been 
successfully demonstrated in pancreas segmentation on CT [16], organs 
at risk and tumour segmentation on MRI [17], and also as a tool to 
annotate data in the training process [18]. While interactions are easy 
and fast to set, physicians are always first presented with an auto- 
segmentation for annotation, which could bias the delineation process. 
An approach where the physician provides a limited amount of surface 
points [19] or a few slice contours to guide the auto-segmentation might 
prevent this segmentation bias. 

In this study, we developed an iDL tool which learns from physicians 
while they delineate the target volume, improving the segmentation 
accuracy on the go, minimizing the need for user input to achieve 
acceptable delineations. At first, one or a few contoured slices provided 
by the physician are used to update the CNN parameters to become more 
patient and observer specific. Subsequently, an improved segmentation 
of the entire tumour is presented, followed by repeated interactive 
contour annotation and CNN retraining if needed. 

2. Materials and methods 

We first trained a baseline CNN, randomly splitting our dataset into 
training (n = 107), validation (n = 22), and test (n = 24) sets. There
after, we simulated user interaction on the initial test set by replacing a 
predicted tumour contour on selected slices with the ground truth 
contour. The simulations were used to optimise the hyperparameters for 
the iDL tool and to systematically assess how the selection of slices 
affected the segmentation accuracy. Finally, the optimised hyper
parameters were used to simulate interactive segmentation on an in
dependent test set (n = 51). For each simulated iDL patient, we started 
with the baseline CNN, meaning that the iDL was only used to optimise 
the CNN for the patient at hand and reset afterwards. 

In this study, we focused on the improvement of segmentation ac
curacy with each learning iteration and how many user inputs were 
needed. We did not optimise the time needed for re-training. We aimed 
to achieve segmentations which could be clinically acceptable within 
five annotated slices. 

2.1. Dataset 

Multimodal imaging data of 204 HNC patients treated with (chemo-) 
radiotherapy between 2013 and 2020 was used [11]. Data from 2015 to 
2018 (n = 153) were used for training, validation, and testing. 
Remaining data (n = 51) was used as the independent test set. Use of 
data for this study was approved by The Danish National Committee on 
Health Research Ethics (Reference number: 2018311), informed consent 
was waived. All patients had a planning FDG-PET/CT scan, an axial T2 
weighted MR scan and a coronal T1 weighted in-phase MDIXON, all in 
an immobilisation mask in treatment position. The two MR scans were 
deformably registered to the CT scan using Elastix [20], and all data was 
sliced on the CT grid. The union of the primary tumour volume (GTVt) 
and the involved nodes volume (GTVn) was used as the ground truth. 
Details on the dataset can be found in Supplementary Material 1. 

2.2. CNN architecture and loss functions 

UNet is a widely used segmentation CNN with the advantage of 
providing high precision with relatively low data amount demand 
[21,22]. UNet++ is a variant of UNet, which can be seen as an efficient 
ensemble of UNets of varying depths, which allows you to avoid 
extensive architecture depth searches [23,24]. In this study, we compare 
UNet++ and UNet to investigate their abilities in the context of iDL. 
With our goal in mind to interactively train the CNN based on a small set 
of provided or annotated contours on slices, 2D CNNs were used, 

providing a straightforward architecture to handle the input data 
(further details in Supplementary Material 2). 

Loss functions for DL segmentation often encompass one of the 
segmentation accuracy measures, such as DSC in Dice-loss. As the target 
region only encompasses a small portion of the image leading to class 
imbalance, weighted Dice-loss is commonly used [25]. However, due to 
variations in target size between patients, Dice-loss might be unstable 
and cause severe oscillation in the loss curve during the training [11]. 
Besides, when using a 2D CNN, it is also important to handle the data 
imbalance, as many slices will only have a background label. Focal-loss 
[26], a variant of Cross-entropy-loss, can deal with class imbalance and 
data imbalance with more stable output on the loss curve during 
training. Finally, Dice-loss can be combined with Focal-loss to get the 
best of both worlds, for example, in Hybrid Focal-loss [27]. In this study, 
we compared Dice-loss, Focal-loss, and Hybrid Focal-loss. 

2.3. Baseline training 

The four modalities (CT, PET, MR-T1, and MR-T2) were concate
nated as CNN input data in four channels. Both UNet and UNet++ ar
chitectures were trained using the three different loss functions and 
Adam optimiser. An overview of the optimised hyperparameters can be 
found in Supplementary Table 3.1. The training was set for 100 epochs, 
with a batch size of 100, and early stopping when the validation loss did 
not improve for 30 epochs. The validation set was used for fine-tuning. 
The final evaluations using different CNN architectures and loss func
tions were performed on the initial test set, reporting DSC, mean surface 
distance (MSD), and 95% Hausdorff distance (HD95%). 

2.4. Interactive deep-learning 

iDL simulations were performed on the initial test set (n = 24) to 
optimise the iDL hyperparameters. In every simulation, we started with 
a baseline prediction. Subsequently, an interaction was simulated by 
replacing the predicted contour with the ground truth on one or more 
slices, followed by a fine-tuned re-training of the CNN using the anno
tated slices only. An update of the CNN is termed “a round” in the 
remainder of the paper. 

2.4.1. Slice selection scenarios 
The amount of provided annotated data in each round might influ

ence the performance [16]. Therefore, we simulated different slice se
lection scenarios where in the first round, the update of the CNN was 
based on N = 1, 2, 3, 4, or 5 slices. In the subsequent rounds, we always 
added one slice at a time and simulated up to 10 annotated slices in total. 
The selection was limited to slices that contained either a prediction, a 
ground truth segmentation, or both. The following scenarios were 
simulated: 

(1) “Largest”: select N-slices with the largest predicted tumour area 
in the first round, followed by adding one slice at a time (largest non- 
annotated prediction) in the next round. 

(2) “Equal-divide”: find N-slices on the cranial-caudal axis that 
divided the available selection into n + 1 equal parts in the first round, 
followed by the largest non-annotated slice in subsequent rounds. 

(3) “Random”: randomly select N-slices in the first round, followed 
by random selection of one non-annotated slice in subsequent rounds. 

2.4.2. Data augmentation 
In each round, the CNN parameters were updated based on limited 

simulated input data. To prevent overfitting, we used the same data 
augmentation methods as baseline training (Supplementary Table 4.3.1) 
and further optimised how many augmentations (augmentation-times =
1, 2, 4, 8, and 16) of each input slice were needed (Supplementary 
Table 4.3.2). 

From the second round, the annotated slices of former round(s) were 
also used for re-training the CNN to prevent knowledge loss. To balance 
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the influence of slices of former rounds with the current round, we used 
an augmentation decay strategy, where augmentation-times of a previ
ous round were divided by two. 

2.4.3. Assessment of results 
First, the optimised iDL hyperparameters and slice selection scenario 

was determined on the initial test set, using DSC, MSD, HD95% of each 
round up to the moment where five annotated slices were used for 
retraining. Subsequently, the actual performance was evaluated on the 

Table 1 
Mean segmentation accuracy using different baseline dropout-rates and CNN architectures.   

CNN Baseline dropout- 
rate 

DSC MSD (mm) HD95% (mm) 

Baseline Round 1 Round 2 Round 3 Baseline Round 1 Round 2 Round 3 Baseline Round 1 Round 2 Round 3 

UNet  0.00  0.70  0.79  0.81  0.82  5.6  3.5  3.4  3.0  30.7  17.1  13.6  13.3  
0.40  0.71  0.80  0.82  0.83  6.0  1.9  1.4  1.3  36.4  6.7  5.2  4.5 

UNet++ 0.00  0.69  0.80  0.82  0.83  7.1  2.4  1.6  1.5  39.8  9.4  4.8  4.4  
0.30  0.70  0.81  0.83  0.84  5.3  1.5  1.3  1.2  25.1  5.6  4.6  4.3 

The results in Table 1 were obtained on the initial test set. Here, the “Equal-divide” scenario with N = 3,1,1 was used. Bold values indicate the best score per baseline/ 
round per parameter. 

Fig. 1. Mean segmentation accuracy on the initial test set in terms of (A) DSC and (B) MSD when using a different number of slices in the first round of iDL. In the 
subsequent rounds, one slice was annotated at a time, up to ten in total. The performance of the baseline network is depicted with the dotted line. The results of 
HD95% can be found in Supplementary Fig. 4.1. 
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independent test set (n = 51) using the same hyperparameters. In this 
work, we assumed that retraining based on the annotated slices 
improved the overall tumour segmentation accuracy, also on the slices 
that were not annotated. To test this assumption, we calculated the DSC 
at baseline and every update round while excluding the five slices that 
were annotated in the update rounds. These DSC values were compared 
between baseline and each round using a Wilcoxon Signed-Rank Test. To 
put our work into perspective, we have also trained the nnUNet [28] 
using our dataset. 

3. Results 

3.1. Baseline training 

Details on how the different CNN architectures, loss functions and 
hyperparameters influenced the segmentation accuracy and the final 
selected baseline hyperparameters can be found in Supplementary 
Table 3.1. For baseline training, results using UNet were marginally 
better than with UNet++ (Supplementary Table 3.2 and baseline results 
in Table 1). The best results in terms of DSC were obtained with Hybrid 
Focal-loss, while Focal-loss provided the best MSD and HD95% results. 
Dropout-rates of 0.3–0.4 provided a small additional improvement in 

Fig. 2. Example case of one round of iDL updating using three slices in the “Equal-divide” scenario. Each row shows a slice of the CT (left), PET (middle) and T2 
weighted MRI (right). The ground truth is shown in red, baseline segmentation in blue, and the iDL updated segmentation in green. The top row shows an annotated 
axial slice. The middle row shows a non-annotated axial slice. The bottom row shows a sagittal slice, where the orange horizontal lines indicate the axial slices that 
were updated in the iDL process. The axial images in the top row correspond to the most caudal updated slice. The axial images in the middle row were from the slice 
in the middle between the most caudal updated slice and the central updated slice. Baseline segmentation metrics were: DSC = 0.78, MSD = 3.9 mm, HD95% = 11.5 
mm. After one round of iDL, the segmentation metrics improved to: DSC = 0.86, MSD = 0.8 mm, HD95% = 2.6 mm. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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segmentation accuracy (Supplementary Table 3.3). 

3.2. Simulation of iDL 

3.2.1. Effect of architecture and baseline dropout-rate on iDL 
We selected Hybrid Focal-loss for the remainder of the study since it 

achieved the best DSC results. Given the small differences between UNet 
and UNet++, both architectures were evaluated for iDL. To illustrate 
how baseline dropout-rate affects iDL, we simulated iDL using the best 
slice selection scenario: “Equal-divide” (see below) and using three an
notated slices in the first round for both the UNet and UNet++ archi
tecture with and without using dropout (Table 1). Regardless of the CNN 
architecture, iDL using a baseline trained with dropout obtained better 
results than using a non-dropout baseline. Furthermore, UNet++

showed improved performance in the iDL phase over UNet in terms of 
MSD and HD95%. Therefore, UNet++ with a dropout-rate of 0.3 was 

used in the remainder of the study. 

3.2.2. Annotating N-slices in the first round 
In the five simulations where the annotation in the first round was 

based on N = 1, 2, 3, 4, or 5 slices, and then one slice at a time up to ten 
in total, we ran all simulations using “Equal-divide” as the scenario with 
fixed hyperparameters. For annotation of up to five slices in total, sce
narios that annotated three or four slices in the first round obtained the 
best segmentation results, especially when combining DSC, MSD, and 
HD95% (Fig. 1 and Supplementary Fig. 4.1). Beyond five slices, the DSC 
increased a little further. However, the decline in MSD and HD95% was 
limited, and for some scenarios, numbers actually increased again 
beyond eight slices annotated. Therefore, in the remainder of the study 
simulations, we always used three slices in the first round, as it balances 
effort and effect for the physician in the first step. An example of how the 
segmentation improved after round one using three annotated slices is 

Fig. 3. Mean segmentation accuracy on the initial test set in terms of (A) DSC and (B) MSD when using different scenarios in selecting the slices to update for iDL. In 
this simulation, three slices were selected in round one, followed by adding one slice at a time in rounds two and three. The performance of the baseline CNN is 
depicted with the dotted line. HD95% results can be found in Supplementary Fig. 4.2. 
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shown in Fig. 2. 

3.2.3. Comparison of different selection scenarios 
Of the slice selection scenarios, “Equal-divide” was the best choice in 

all accuracy metrics (Fig. 3). From the three simulations using the 
“Random” scenario, it was obvious that it mattered which slices were 
chosen. In the “Largest” scenario, often adjacent slices were selected as 
the input, resulting in an underrepresentation of the smaller parts of the 
GTV. 

3.2.4. iDL performance on the independent test set 
With the optimised iDL hyperparameters (Supplementary 

Table 4.3.1), we annotated five slices over three rounds (N = 3,1,1), and 
iDL took 35 s, 32 s, and 28 s in rounds one, two, and three, respectively. 
The independent test set median baseline results were DSC = 0.65, MSD 
= 4.3 mm, HD95% = 17.5 mm, improving to DSC = 0.82, MSD = 1.6 mm, 
HD95% = 4.8 mm after three update rounds (Fig. 4). The median DSC 
score for baseline and the three rounds excluding the five annotated 
slices were 0.65, 0.75, 0.76, and 0.77, respectively (each improvement 

was statistically significant: p < 0.0001, p < 0.0001, and p = 0.0008, 
respectively). Two example cases from the independent test set where 
the iDL tool did not perform as expected are shown in Fig. 5. The seg
mentation results using nnUNet are shown in Supplementary Material 5. 

4. Discussion 

We presented a novel iDL tumour segmentation tool that took indi
vidual annotated slices to improve segmentation performance during a 
delineation session. In our simulations, the UNet++ architecture trained 
with Hybrid Focal-loss and a dropout-rate at baseline training of 0.3 
provided the best results. It was also clear that there was a strong 
dependence on which and how many slices were annotated in the iDL 
process. With only five slices annotated using an equal-divide strategy in 
three rounds, the median segmentation results improved from DSC =
0.65, MSD = 4.3 mm, HD95% = 17.5 mm at baseline to DSC = 0.82, MSD 
= 1.6 mm, HD95% = 4.8 mm. 

The closest available study on HNC tumour iDL segmentation is by 
Outeiral et al., who tested the use of a region of interest around the 

Fig. 4. Boxplots of the segmentation accuracy on the independent test set in terms of (A) DSC and (B) MSD when using the optimised iDL hyperparameters. The 
boxplots present the median (horizontal line), the mean (triangle), the central 50% (solid box), and the range of data excluding outliers (whiskers). HD95% results can 
be found in Supplementary Fig. 4.4.1. 
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tumour area to improve tumour segmentation on MR scans. At baseline, 
they reached a median DSC of 0.55, MSD of 2.7 mm, HD95% of 8.7 mm, 
which improved to DSC = 0.74, MSD = 1.2 mm, HD95% = 4.6 mm, and 
DSC = 0.67, MSD = 1.7 mm, HD95% = 7.2 mm for two observers, 
respectively. Direct comparison with this study is challenging, as base
line results and imaging modalities are different. Still, it shows at least 
that limited interaction with a clinician can substantially improve seg
mentation accuracy. Furthermore, both studies show that the improve
ment is dependent on the input of the observers. The closest paper 
regarding iDL technique is the study by Boers et al. [16], who used 
scribble-based updates in pancreas segmentation on CT imaging. In their 
study, the DSC improved with the same approximate magnitude, and the 
total segmentation time was reduced by a factor of 2 compared to 
manual segmentation. It is unfortunately not clear how many scribbles 
were needed to reach an acceptable segmentation or if multiple scribble 
rounds were needed to get the wanted contour. One advantage of the iDL 
tool presented here over scribble-based interaction is that it can be used 
in a blinded fashion for the first round of annotation, preventing some 
potential segmentation bias. 

When assessing the segmentation accuracy in our study, the baseline 
results were worse than using the nnUNet (Supplementary Material 5). 
The difference is most likely due to the use of a singlefold 2D-UNet in the 
current study versus a 5-fold ensemble 3D-UNet. However, with only 
three slices annotated, the results were already at par with nnUNet in 
terms of DSC and HD95%, improving to significantly better results from 
iDL round 2. This indicates that with iDL, it is possible to annotate the 

predicted segmentation to the patient at hand quickly. Similar to our 
previous work [11], the PET scan was essential to the segmentation 
accuracy, especially at baseline. This is illustrated in Supplementary 
Fig. 4.4.2, where the baseline segmentation accuracy was worse for 
patients with a low GTV tumour SUVmean (below SUV 4). After one 
update round, most cases improved substantially to a DSC between 0.65 
and 0.9. From Fig. 5, it is also clear that rare imaging cases can have a 
major impact on the iDL segmentation accuracy. Several steps can be 
made to further improve the baseline prediction. For example, using an 
ensemble of segmentations from k random initialized models, as well as 
test-time augmentation for more robust segmentations to get rid of FP 
and FN [29]. 

We have clearly demonstrated that the improvement in segmenta
tion using iDL was dependent on which and how many slices were an
notated for each round (Fig. 1 and Fig. 3). When updating based on only 
one slice, results didn’t really change, which can be caused by the 
overfitting of the network to the sparse data provided, as shown earlier 
by Boers et al. [16]. Some of the scenarios presented in Fig. 1 resulted in 
a reduction in accuracy after five slices. Since we selected the largest 
area slices after the first round, this might have resulted in a selection of 
adjacent slices, making the segmentation locally better, but losing ac
curacy further away at smaller areas of the GTV. 

In this study, UNet and UNet++ performed similarly in baseline 
training, but UNet++ performed best in the interactive part (Table 1), 
especially in MSD and HD95%. Potentially, the redesigned skip connec
tions, which aggregate features of varying semantic scales of UNet++, 

Fig. 5. Example cases from the independent test set which were challenging for the iDL tool. Each row shows the planning CT (left), PET scan (middle), T2 MR 
(right), and ground truth delineation (Red). The top row shows a patient case with a jaw defect that caused inflammation, resulting in a PET-SUV of 9 (yellow arrow 
in the PET image (middle). Baseline prediction for this case was DSC = 0.25, MSD = 8.0 mm, HD95% = 20.6 mm. This slice was included in the first iDL update round, 
showing a moderate increase of the DSC score to 0.57, but HD95% increased to 24.5 mm, as parts of the brain were included in the GTV. The bottom row shows a case 
with bilateral lymph node involvement, where the large node on the right side of the patient was necrotic (no uptake on the PET, see yellow arrow), including a 
calcified ring on the CT scan. This slice was updated in round three and resulted in accurate segmentation of both the PET positive nodes and the PET negative node, 
but also in many false positive regions in the patient’s lower neck. This mainly affected the MSD and HD95%, which were 3.2 mm and 14.6 mm after round two, 
increasing to 14.2 mm and 88.3 mm, respectively, after round three. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 
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attributed to the improved performance. The thought behind these extra 
connections was that feature maps from the decoder and encoder net
works become more semantically similar, which simplifies the learning 
task for the optimiser [23,24]. 

This study came with several limitations. First of all, interactions 
were simulated in this study, mainly to create a setup in which archi
tecture and hyperparameter choices could be optimised systematically. 
User tests with realistic behaviour will be needed to assess how the iDL 
tool performs in clinical practice. It might be needed to supply specific 
user guidelines on how the tool performs best. To make the iDL tool 
applicable in the clinic, we also need to address the speed of optimisa
tion. One round now took approximately 30 s, which might challenge 
the patience of the physicians. One obvious speedup could come from 
introducing weight maps to focus the iDL optimisation on FP and FN 
areas, reducing the number of needed iterations [16]. 

In conclusion, we have presented a slice-based iDL segmentation tool 
with the intention of improving auto-segmentation accuracy with 
limited input from observers. In the simulations, annotating three to five 
slices in one to three rounds substantially improved the segmentation 
accuracy. 
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