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Abstract

Objective: The objective of this study is to propose a novel in-silico method called Hemolytic-Pred for identifying hemolytic
proteins based on their sequences, using statistical moment-based features, along with position-relative and frequency-
relative information.

Methods: Primary sequences were transformed into feature vectors using statistical and position-relative moment-based
features. Varying machine learning algorithms were employed for classification. Computational models were rigorously
evaluated using four different validation. The Hemolytic-Pred webserver is available for further analysis at http://ec2-54-
160-229-10.compute-1.amazonaws.com/.

Results: XGBoost outperformed the other six classifiers with an accuracy value of 0.99, 0.98, 0.97, and 0.98 for self-consist-
ency test, 10-fold cross-validation, Jackknife test, and independent set test, respectively. The proposed method with the
XGBoost classifier is a workable and robust solution for predicting hemolytic proteins efficiently and accurately.

Conclusions: The proposed method of Hemolytic-Pred with XGBoost classifier is a reliable tool for the timely identification of
hemolytic cells and diagnosis of various related severe disorders. The application of Hemolytic-Pred can yield profound ben-
efits in the medical field.
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Introduction
Hemolysis is a process that causes the premature destruc-
tion of red blood cells (RBCs) in the bloodstream prema-
turely before reaching their expected lifespan. The natural
lifespan of RBCs is approximately 120 days. After that,
they naturally break down and are removed from the
blood by the spleen, as the spleen is found in all verte-
brates.1 Anemia is a common blood disorder resulting
from a reduction in the production of RBCs and an increase
in their destruction. This imbalance causes a decline in the
hemoglobin level and oxygen-carrying capacity of the
blood. The main causes of hemolysis are acquired or

hereditary2 as explained in Figure 1. Certain medications
sometimes cause acquired hemolysis. Medications can
cause oxidative damage to RBCs, leading to the release
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of redox-active Hb into the fluid compartment, which is a
toxic. Therefore, carefully monitoring patients taking med-
ications that can cause hemolysis and making appropriate
dosage adjustments, or discontinuing such medications is
critical to prevent further damage.3 Acquired conditions
most significantly occur due to pathogens. The best examples
of inherited conditions are narratively described as spherocyto-
sis and sickle cell.4 Infectious pathogens may cause hemolytic
anemia by the direct action of toxins, including alpha- or beta-
hemolytic Streptococci,Clostridium perfringens (C. welchii, or
Bacillus welchii), andMeningococcus. Occasionally, RBCs are
destroyed by various pathogens of different species such
as Plasmodium species, Bartonella species, and Babesia
species. Sometimes antibody production against patho-
gens causes hemolytic anemia that like in the case of
Epstein-Barr virus and mycoplasma.5–15

These pathogens produce a toxin in the human body
that cause numerous diseases. Researchers, working on
these pathogens, need to identify which protein causes
hemolysis. A study regarding G-6-P-D scarcity shows
RBCs have a “Bitten Apple” like appearance. By using
a variety of image processing techniques, an anemic
blood sample has been represented. The Wiener filter
and Sobel edge detection method are applied for its detec-
tion.16 α1-microglobulin (A1M) is a ubiquitous reductase
and Kristiansson et al.17 proves via in vitro and in vivo
experiments that A1M function in the blood is linked
with RBC stability.18

Subsequently, artificial intelligence provides numerous
computational intelligence models that help to assimilate
models for predicting the properties of proteins using a
primary sequence which can further aid drug discovery
and development. Various approaches in bioinformatics
have been developed by scientists to identify functional
attributes of proteins. Such techniques have been success-
fully used for sequence analysis of antioxidant proteins,19

B-cell epitopes,20 anticancer peptides,21 anti-CRISPR pro-
teins,22 adaptor proteins23 and many other such properties
that are helpful in finding treatment for varying disorders.
Experimental approaches have certain limitations (e.g.
time-consuming, laborious, and expensive), so a computa-
tional model that can distinguish Hemolytic protiens
(HLPs) from non-Hemolytic proteins (non-HLPs) would
be highly desirable. HemoPI24 and HemoPred,25 have pre-
viously investigated this issue. Chaudhry et al.24 proposed
HemoPl which is a computational framework for predicting
the hemolytic activities of peptides. It incorporated support
vector machines (SVMs) and position-specific compos-
itional information. HemoPred, a method that uses
random forests with hybrid features, has been developed
by Win et al. However, in all these tools previously pro-
posed, there is a huge gap for improvement in terms of per-
formance. The use of peptide-based drugs in medicine is
often limited by their hemotoxic or hemolytic effects. For
example, many antimicrobial peptides (AMPs) that are cur-
rently in preclinical or clinical applications are only applied

Figure 1. Classification of hemolysis.
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topically, as they can cause hemolysis if administered sys-
temically. AMPs can be highly effective in fighting bacter-
ial infections without the development of bacterial
resistance, making them a promising avenue for the treat-
ment of antibiotic-resistant infections.26

The current study aims to identify Hemolytic proteins
(HPs) employing the use of various features and different
machine learning algorithms. Various rigorous validation
techniques were used for evaluation such as self-
consistency testing, independent set test, 10-fold cross-
validation, and jackknife test are used. In the rest of the
article, the “Materials and methods” section contains the
proposed approach, the details of the data set used, and
explains the statistical moment-based feature extraction.
In the “Training machine learning classifiers” section, the
feature set is tested on different classifiers to ascertain
the best classifier. In the “Results” section, the results of
the experimentation are described. The “Discussion”
section contains a comparison and discussion in terms
of the performance of all employed classifiers. The
“Webserver” section contains the details and guidance
related to the Web Server. Finally, in the “Conclusions
and future work” section, we conclude the article. This
study was conducted in the University of Management
and Technology and approximately took six months.
Major time was spent on data collection, the development
of computationally intelligent models, and their validation
and testing.

Materials and methods
The proposed approach for detecting HPs is described in the
methodology given in Figure 2(a) and (b). The primary
purpose of the proposed system is to provide an assiduous
model capable of accurately identifying HP patterns.
Various features are computed including frequency-
dependent features, position-relative features, and statistical
moments. Computing is characterized by its simplicity,
ability to reach reasonable solutions with minimum knowl-
edge, and efficiency in composite and non-linear problems
relating to a process of gradual change and development.
Next, the classification was performed using different clas-
sifiers, such as AdaBoost (adabst), decision tree (DT),
k-nearest neighbors (kNN), neural network (NN), random
forest (RF), SVM, and XGBoost (xgboost) (see Figure 3).
After evaluation through various techniques, the best per-
forming model was selected which was used for web
server deployment.

Formulation of metrics

For performance evaluation, four interlinked performance
metrics such as accuracy (Acc), sensitivity (Sn), specificity
(Sp), and Matthew’s correlation coefficient (MCC) were
employed. Accuracy gives you a broad sense of the

model’s prediction accuracy. Sensitivity refers to the
model’s ability to reliably predict positive samples. In the
same way, specificity is employed to provide a numerical
estimate of the model’s accuracy in predicting negative
samples. Taking the imbalanced positive and negative
samples in data sets into consideration, MCC is another
acceptable amount that evaluates the classification precision
of inequality positive and negative samples.

Acc = 1− F± + F∓

F+ + F− 0 ⩽ Acc ⩽ 1 (1)

Sn = 1− F±

F+ 0 ⩽ Sn ⩽ 1 (2)

Sp = 1− F∓

F− 0 ⩽ Sp ⩽ 1 (3)

MCC =
1− F±

F+ + F∓

F−

( )
���������������������������������
(1+ F∓ − F±

F+ )(1+ F± − F∓

F− )

√ (4)

The total count of non-HP is represented by F−, while the
total count of HP is referred to as F+. Those HPs which are
inaccurately predicted as non-HPs are F± and F∓ are the
total count of non-HPs that are inaccurately classified as
hemolytic proteins. Thus, equations (1) to (4) refer to the
computation of Sp, Sn, Acc, and MCC. MCC value will
lay within the range of −1 to 1. The higher MCC value
shows better classifier performance. Various recent research
studies27–39 have appreciated this set of perceptive metrics
shown in equations (1) to (4). Some partitioned tests must
be examined to check how well the prediction model has
performed. Thus, keeping this in mind, we performed self-
consistency test, independent data set testing, 10-fold cross-
validation, and jackknife test to extensively evaluate our
prediction method.40–43

Data set collection

HP data set was collected from the UniProtKB-SwissProt
using the keyword “Hemolysis [KW-0354].” The protein
sequences were collected on 2 February 2021. The correctness
of data is the key attribute that drives the performance of any
desired predictor. A specific well-defined set of rules are used
to collect robust and accurate data set as described in previous
many studies. Based on these criteria, data set is collected that
is best in quality, informative, accurate, and diverse.

We conducted our experiments using both an imbal-
anced data set (ImBD and a balanced data set (BD). This
approach can help you evaluate the performance of the
model on different types of data, which can be useful for
developing more robust and accurate solutions. This
approach can also provide insights into the strengths and
weaknesses of your algorithm or model, and help you
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Figure 2. Graphical depiction of the whole methodology: (a) from sequences to features and (b) from features to classification.

Figure 3. XGBoost illustration.
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identify areas for improvement. In the first stage, the
sequences with ambiguous annotations like “fragment,”
“potential,” “probable,” “probably,” “maybe,” or “by similar-
ity” were excluded from the data set. This yielded a total of
7107 hemolytic proteins out of which, only 946 were
reviewed, thus, only these reviewed sequences were included
in the positive data set. Similarly, the “non-Hemolysis” pro-
teins were also collected from UniProtKB_SwissProt, by
using a converse query, and a total of 980 “non-Hemolysis”
reviewed proteins were collected to be used as negative data
set. After retrieving data from UniProt, redundancy from
data set was reduced by usingCD-HIT programwith a thresh-
old value of 0.7, that is, sequences having similarity of more
than 70% were excluded from data set.44 This yielded 329
clusters of positive data set, and 891 clusters of negative
data set.

Thus, only 1 representative from each cluster was used,
the ImBD comprised 329 positive sequences and 891 nega-
tive sequences, and there were 329 positive sequences and
330 negative sequences in the BD. Since the study only
involved sequential data collected from well known reposi-
tories and not from individual patients, therefore, no patient
consent was required for the study.

Feature extraction

The amino acid sequence in a polypeptide chain determines the
biophysical characteristics of proteins. An amino acid’s pres-
ence or absence does not determine its characteristics. A pro-
tein’s behavior is not only affected by amino acid
composition, but also by its position in the amino acid cycle.
From experience and known data, even the slightest change
in the relative positions of amino acids could dramatically
impact the entire structure of a protein.45,46 Considering these
facts, mathematical models that extract characteristics from a
primary structure of the protein should not just depend on infor-
mation about the constituents of these proteins, but should also
consider the amino acid positions relative to each other.47

Statistical moments. For pattern recognition, statistical
moments are used to centralize some key arrangements in
the collected data.48–56 To describe different properties of
data, various statistical moments are utilized such as poly-
nomial and distribution functions. In this study, raw,
Hahn, and central moments are employed, as reported in
various previous studies such as.57–59

The raw moments are used to evaluate the asymmetry,
mean, and variance of a probability distribution. The
central moments calculate similar statistics but using the
data centroid. With reference to the centroid, the central
moments are considered to be as location-invariant
whereas these moments are scale-variant. The Hahn
moments are based on the Hahn polynomial,60,61 and these
moments are considered to be as scale-invariant and
location-invariant. The above-mentioned moments are

important to calculate the feature vector for protein sequence
data because of their sensitivity towards biological
sequences. Each moment calculates its own measurements
given the data. Moreover, the alteration in the data attributes
infers the change in the measurements generated from the
moments. In the present study, we used two-dimensional
(2D)-matrix representation for the linear composition of
protein sequences as

A = (a1, a2, a3, . . . , at) (5)

Using row-major order we get equation (6)

p = �
t

√∣∣ ∣∣ (6)

where p refers to the dimensions of the 2D-squarematrix while
t is the length of the sample sequence. From (6), matrix A′ is
generated with m rows and n columns as shown in (7).

A′ =

b1→1 b1→2 · · · b1→j · · · b1→n

b2→1 b2→2 · · · b2→j · · · b2→n

..

. ..
. · · · ..

. · · · ..
.

bi→1 bi→2 · · · bi→j · · · bi→n

..

. ..
. · · · ..

. · · · ..
.

bm→1 bm→2 · · · bm→j · · · bm→n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

A′ is the 2D matrix associated with A. The matrix A is trans-
formed into A’ using a mapping function ω.

ω(am) = bxy (8)

Any formation of moments can be evaluated through a
matrix or a vector, depicting a sequence pattern. For raw
moments, the evaluation A′ square matrix is employed.
The 2D continuous function order for moments calculation
is expressed in equation (7)

Lxy =
∑n
i=1

∑n
j=1

ix, jy, bij (9)

For the calculation of raw moments, the center of the data is
employed as a reference point. The degree of raw moments
is calculated through x+ y and refers to those where the sum
of x+ y is less than or equal to 3. Centroids of data are
similar to the gravity center. In relation to the weighted
average, a centroid represents the point in data where the data
is distributed equally in each direction. After computing raw
moments, it can easily be computed.

�n = L10
L00

,

�m = L01
L00

.
(10)

For central moments, the following relation is used to compute
these moments as

μxy =
∑n
i=1

∑n
j=1

(i− �n)x, ( j− �m)y, bij (11)
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A square matrix notation AT has been derived from the
one-dimensional notation A. Hahn moments in 2Ds are
reversible, which means they provide another leverage.
The inverse of these functions of discrete Hahn
moments enables one to reconstruct the original data.
Additionally, this implies that compositional and pos-
itional information of the sequence preserves through
these moments. We can calculate the Hahn polynomial
order of p as follows

hμ,vp (r, N) = (N + v− 1)p(N − 1)p ×
∑p

t=0

(−1)t

(−p)t(−r)t(2N + μ+ v− p− 1)t
(N + v− 1)t(N − 1)t

1
t!

(12)

The pochhammer symbol used in the equations above is
generalized as

(a)t = a(a+ 1) · · · .(a+ t − 1) (13)

The Gamma operator is used to simplify

(a)t =
Γ(a+ t)
Γ(t)

(14)

A weighted Hahn moment is generally scaled using a
square norm and weighting function

h̃μ,vp (r, N) = hμ,vp (r, N)

�����
ρ(r)
d2p

√
, p

= 0, 1, 2, 3, .. . . . , N − 1. (15)

However,

ρ(r) = Γ(μ+ r + v)Γ(v+ r + 1)(μ+ v+ r + 1)N
(μ+ v+ 2r + 1)n!(N − r − 1)!

(16)

Furthermore, we compute the normalized orthogonal
Hahn moments for 2D matrices by

Hxy$ =
∑N−1

m=0

∑N−1

n=0

βxyh̃
μ,v
x (n, N)h̃μ,vy (m, N),

$m, n = 0, 1, 2, 3, . . . , N − 1.

(17)

Thus, for all sequences, raw central and Hahn moments of
order 3 are computed which sum up to a total of 30
moments. Data-driven machine learning algorithms have
the capability of adapting to uncover patterns hidden
within obscure data set.

Computation of position relative incidence matrix (PRIM). To
analyze proteins computationally requires a mathematical
model that uses sequence order information. The relative
positions of the residues are key determinants of protein
properties. Furthermore, it is necessary to quantify the rela-
tive positions of residues in polypeptide chains. It extracts

the relative positional information of amino acid compo-
nents from the sequence and forms the PRIM as a matrix
of 20× 20 elements. PRIM is structured as

SPRIM =

G1→1 G1→2 · · · G1→j · · · G1→20

G2→1 G2→2 · · · G2→j · · · G2→20

..

. ..
. · · · ..

. · · · ..
.

Gi→1 Gi→2 · · · Gi→j · · · Gi→20

..

. ..
. · · · ..

. · · · ..
.

GN→1 GN→2 · · · GN→j · · · GN→20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)

In the above matrix, the sign of the score of the ith position
excess is determined by Gi�j. This value is substituted in
the biological evolution change by amino acid type j. The
values of j = 1, 2, 3, 4, . . . , 20 are shown in the alphabet-
ical order of 20 native amino acids.

Computing reverse position relative incidence matrix (RPRIM).
Machine learning algorithms are either efficient or accurate
based on how thoroughly and precisely relevant aspects of
data have been extracted. Data mining algorithms can adapt
themselves in discovering obscure patterns buried within
data by understanding and uncovering them. By using the
PRIM, information can be derived about the amino acid
positions within poly-peptide chains. Through the introduc-
tion of RPRIM, ambiguities in proteins shared by seem-
ingly resembling poly-peptide sequences can be relieved,
uncovering further hidden patterns. In RPRIM, there are
400 elements, each having a 20 × 20 dimension. It is
stated as

SRPRIM =

R1→1 R1→2 · · · R1→j · · · R1→20

R2→1 R2→2 · · · R2→j · · · R2→20

..

. ..
. · · · ..

. · · · ..
.

Ri→1 Ri→2 · · · Ri→j · · · Ri→20

..

. ..
. · · · ..

. · · · ..
.

RN→1 RN→2 · · · RN→j · · · RN→20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(19)

By computing the raw, central, and Hahn moments of the
large RPRIM, the dimension of the matrix is reduced to
24 coefficients, resulting in a feature vector.

Computing frequency vector. Within the primary structure of
an amino acid residue, a frequency vector is obtained. The
vector is defined as

ζ = (ϑ1, ϑ2, ϑ3, . . . ., ϑ20) (20)

Here the number ϑi gives the overall count for the ith amino
acid. PRIM already contains sequence information related
to positions. Protein composition can be determined from
the frequency matrix and there is no sequence information

6 DIGITAL HEALTH



in the frequency matrix.

Computing AAPIV and RAAPIV. AAPIV and RAAPIV are
referred to as absolute accumulative position incidence
vectors and reverse absolute accumulative position incidence
vectors, respectively. This feature extraction model has the
capability of extracting all factors related to the protein
sequence structure and order. As the frequency vector pro-
vides information about the frequency of the presence of
each nucleotide base. AAPIV vector can be denoted as

C = (∂1, ∂2, ∂3, . . . ., ∂20) (21)

In this case, the ith component of AAPIV will be as follows

∂i =
∑c=1

n

sc (22)

Here sc stands for the arbitrary position in which a nucleotide
occurs. Reverse sequencing reveals hidden patterns in protein
sequences. RAAPIV is computed the same as AAPIV, but
using the reversed input sequence. It is denoted as

D = (ϵ1, ϵ2, ϵ3, . . . ., ϵ20) (23)

the ith component of RAAPIV will be as follows

ϵi =
∑D=1

n

sD (24)

Training machine learning classifiers
All the computed features in previous phases are merged
into a feature vector for each data sample. It formulated a
feature input matrix of fixed size for any arbitrary sequence
irrespective of its length. The matrix formed by combining
the feature vector obtained for each sample is further input
to the machine learning classifiers for training and further
evaluation.

Random forest

Random forest62is a supervised learning algorithm that is
used for classification and regression.63 From the name
of Random Forest, it represents multiple decision trees
that compute their own results. The results from all the
trees are collected and based on votes, a random forest
makes its own decision for the given data-point. Table 1
shows the hyper-parameters of all the classifiers used in
this study.

Support vector machines

SVM64 is a robust, flexible supervised algorithm used for
classification.65 They are the most credible, as well as
easy-to-use machine learning methods. They have their
rare deployment and are most famous just due to their
ability to easily tackle versatile and arranged different

functions. For many scopes, they [SVM] are the face of
various classes in a hyperplane. The hyperplane would
be made in a repetitive knack by SVM so that the
chance of error can be lessened. The goal of SVM is to dis-
tinguish the data sets into classes to generate a maximum
marginal hyperplane.

Decision trees

Decision tree66 is an ensemble learning method for classifica-
tion algorithms that belongs to supervised learning algorithms.
It can be used for classification and the best regression tasks.67

It decides the target value by utilizing the features available in
the data set. Several metrics are used in decision tree building,
such as entropy, information gain, and the Gini index. It is also
referred to as a greedy classifier because it attempts to decrease
cost at every split. The fundamental working mechanism for

Table 1. Details of hyperparameters of machine learning classifiers.

Classifiers hyper parameter

Random forest Number of estimators = 110

Minimum slip = 3

Decision trees Criterion = Gini coefficient

Minimum split = 2

Minimum leaf = 1

Support vector machines Kernel = linear

Probability = true

Gamma = scale

AdaBoost Number of estimators = 60

Learning rate = 0.1

K-nearest neighbor Number of neighbors = 5

Weights initialization = uniform

Leaf size = 35

Neural network Hidden layer sizes = (15, 15, 15)

Maximum iterations = 500

XGBoost Maximum depth = 5

Learning rate = 0.4

Number of estimators = 50

Perveen et al. 7



decision trees is to predict the target class variable by learning
decision rules from the training data.

AdaBoost

The adaptive boosting algorithm was developed by Freund
and Schapire.68 Boosting has many other problems that will
be overcome by using Adaboost.

Adaboost classifier takes training part
(x1, y1), . . . , .(xm, ym) and these features of the data set
assigned some weight that is D(i) = 1/m, where and
create base learner sequentially, if one learner is classified
incorrectly, then it is passed to the next classifier to

increase the weight for the incorrectly classified data set
and decrease the correctly classified data set. After that,
normalize the value using the algorithm for the next
learner data set with updated weights and use those parts
of the data set for training the incorrectly classified data
set from the first learner. This process is repeated for all
sequential learners. Figure 4 shows a brief illustration of
how the adaptive boosting algorithm works.

K-nearest neighbor

KNN69 method is used for both classification and regression
and a non-parametric classifier.70 It does not consist of any

Figure 4. Adaboost illustration.

Figure 5. Neural network illustration.
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specific training session; it keeps in touch with the entire data
for training during classification. The load needs the value of
K meaning the closest data points while it takes training and
data sets. K can measure the gap between test data and each
racket of training data organized based on distance values,
and class them in climbing demand.

Neural network

NN71 comprises neurons, fixed in layers, that transform an
input vector into some outcome. Every neuron carries an
input, deploys a function to it, and then hands over the
output to the next layer. Networks are defined as feedforward:
a unit forages its outcome to entire units on the next layer, but
there is no response to the preceding layer. Weights are
deployed to the signals passing from one unit to the next,
and it is such weightings transformed in the training session
to acclimate a NN to the specific issue at hand. An illustration
of the NN algorithm can be seen in Figure 5.

XGBoost

eXtreme Gradient Boosting72 is an incline enhanced
method, that is most famous and resourceful in its oper-
ation. It accurately predicts a corresponding variable by
combining predictions from weaker samples and models.
When used for regression, poor seekers are regression trees,

and each regression tree maps an input data point to one of
its leaves consisting of a consistent score. A convex loss func-
tion (consisting of the deviation between expected and actual
outputs) and a model difficulty reduce the associated organized
utility function with a penalty term (which from another per-
spective can be called tree functions regression). Iterative train-
ing inputs, including new trees waiting for residuals or outputs
from previous trees, are then combined with previous trees to
perform the final computation. It is known as Gradient Boost
as it implements a downhill method to reduce losses while
incorporating the latest algorithms. Figure 3 is a brief illustra-
tion of how gradient tree boosting works.

Results
One of the major steps73 in developing a new prediction tech-
nique is how its predicted success rate can be objectively
assessed. We look at the following two aspects to fix this:

1. Which measure should be utilized to reflect the pre-
dictor quantitatively quality?

2. What type of test method should be used to measure the
result?

Thus, herein, the performance of RF, SVM, KNN, DT,
AdaBst, XGBoost, and NN is evaluated using statistical

Table 2. Comparison of XGBoost with existing classifiers in terms of percentage accuracy on self-consistency.

Classifiers KNN SVM RF Adabst DT NN XGBoost

TP 259 261 298 296 298 287 294

FP 39 37 0 2 0 11 4

TN 790 756 800 794 800 790 797

FN 10 44 0 6 0 10 3

MCC 0.88 0.81 1 0.98 1 0.95 0.98

AUC 0.99 0.97 1 0.99 1 0.99 0.99

F1 0.91 0.87 1 0.99 1 0.96 0.99

Specificity% 95.3 95.33 100 99.75 100 98.63 99.5

Sensitivity% 96.28 85.57 100 98.01 100 96.63 98.99

ImBD accuracy% 95.54 92.62 100 99.27 100 98.09 99.54

BD accuracy% 90.56 90.01 100 98.31 100 98.02 100

adabst: AdaBoost; DT: decision tree; kNN: k-nearest neighbours; NN: neural network; RF: random forest; SVM: support vector machine; xgboost: XGBoost;
MCC: Matthews correlation coefficient; AUC: area under the curve; ImBD: imbalanced data set; BD: balanced data set. The best accuracy values attained among
alll the classifier is highlighted in bold in Table 2.
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Figure 7. Self-consistency test for all predictors.

Figure 6. Training time for all classifiers.

10 DIGITAL HEALTH



Table 3. Comparison of XGBoost with existing classifiers in terms of percentage accuracy on independent test.

Classifiers KNN SVM RF Adabst DT NN xgboost

TP 59 68 63 67 63 65 67

FP 17 8 13 9 13 11 9

TN 165 159 166 164 160 162 166

FN 3 9 2 4 8 6 2

MCC 0.80 0.83 0.85 0.87 0.79 0.83 0.89

AUC 0.97 0.96 0.97 0.98 0.89 0.96 0.98

F1 0.85 0.89 0.90 0.91 0.85 0.89 0.93

Specificity% 90.66 95.21 92.74 94.8 92.49 93.64 94.86

Sensitivity% 95.16 85.31 96.92 94.37 88.73 91.55 97.1

ImBD accuracy% 91.8 93.03 93.85 94.67 91.39 93.03 95.49

BD accuracy% 89.01 87.01 91.09 90.03 84.02 88.09 91.51

adabst: AdaBoost; DT: decision tree; kNN: k-nearest neighbours; NN: neural network; RF: random forest; SVM: support vector machine; xgboost: XGBoost;
MCC: Matthews correlation coefficient; AUC: area under the curve; ImBD: imbalanced data set; BD: balanced data set. Most convincing acciracy metric
achieved is depicted in bold in Table 3.

Figure 8. Independent test for all predictors.
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Table 4. Comparison of XGBoost with other six classifiers for k-fold cross-validation.

Classifiers KNN SVM RF Adabst DT NN xgboost

TP 262 285 255 297 270 284 283

FP 67 44 74 50 59 45 46

TN 861 836 878 867 832 850 862

FN 30 55 13 24 59 41 29

MCC 0.79 0.79 0.81 0.84 0.75 0.82 0.84

AUC 0.95 0.96 0.97 0.97 0.87 0.96 0.98

F1 0.84 0.85 0.85 0.88 0.82 0.87 0.89

Specificity% 92.78 95.0 92.23 94.55 93.38 94.97 94.93

Sensitivity% 89.73 83.82 95.15 92.08 88.07 87.38 90.71

ImBD accuracy% 92.05 91.89 92.87 93.93 90.33 92.95 93.9

BD accuracy% 85.1 86.50 90.00 89.92 85.28 88.16 90.12

adabst: AdaBoost; DT: decision tree; kNN: k-nearest neighbours; NN: neural network; RF: random forest; SVM: support vector machine; xgboost: XGBoost;
MCC: Matthews correlation coefficient; AUC: area under the curve; ImBD: imbalanced data set; BD: balanced data set. Most assiduous results obtained are
illustrated in bold in Table 4.

Figure 9. Receiver operating characteristics (ROCs) for k-fold cross-validation for all predictors.
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moment-based feature extraction of the hemolytic
data set.

Self-consistency test

Self-consistency test is one of the most basic test that is
usually used to determine the quality of the predictor in
terms of training accuracy. Same data set is for training
and testing of classifiers, evaluating the training
accuracy.

The accurate estimated number of samples for each
of the classifiers is used to compute the measured accur-
acy indicated in Table 2. The time required by each
classifier for training is also reported in Figure 6. A
comparison of accuracy shown by each predictor dis-
plays the classifier receiver operating characteristic
(ROC) curve. The performance of the RF and DT
predictors is gone good in comparison with other
predictors.

In Figure 7, the area under the DT and RF predictor is
maximum and Figure 7 depicts that the proposed approach
(XGBoost) have AUC, that is, 0.99 but RF and DT have
1.0 AUC.

Independent test

An Independent test is a standardmethod of working that is used
to measure accuracy. In this strategy, we split the entire data set

into two portions. One portion is a large data set used for train-
ing, and a small portion of the data set is used for testing.

For this study, we divided the data set into 20% for
testing and 80% for training. Accuracy values derived
from every predictor shown in Table 3. The test indi-
cates that the XGBoost predictor exceeds the accuracy
of other classifiers. The ROC curve in Figure 8 shows
the comparison between all machine learning models
and great AUC of 0.98 that are xgboost and Adaboost.

k-fold cross-validation

Cross-validation is a most common and well-known
approach that is widely used to perform an exhaustive
evaluation of a prediction model, as compared to
a single independent data set test. Data set is split
into k-disjoint folds where training and testing are
performed k-times, with k − 1 folds used for training
and 1 fold used for testing. Thus, we used 10 folds
on a our benchmark data set. One-fold is saved
for testing, and the remaining nine folds of the
data set is used for training and then repeated for
all folds.

We compared the classifier’s performance, as shown in
Table 4 and Figure 9 depicts that the proposed approach
have the highest AUC, that is, 0.98.

Table 5. Comparison of XGBoost with other six classifiers for jackknife test.

Classifiers KNN SVM RF Adabst DT NN xgboost

TP 265 287 249 286 270 284 292

FP 64 42 80 43 59 45 37

TN 857 837 878 854 828 860 853

FN 34 54 13 37 63 31 38

MCC 0.79 0.80 0.80 0.83 0.74 0.84 0.84

AUC 0.96 0.95 0.96 0.93 0.82 0.95 0.97

F1 0.84 0.85 0.84 0.87 0.81 0.87 0.89

Specifity% 93.05 95.22 91.65 95.21 93.35 95.03 95.84

Sensitivity% 88.63 84.16 95.04 98.54 81.08 90.16 88.48

ImBD accuracy% 91.97 92.13 92.38 93.44 90.0 93.77 93.85

BD accuracy% 86.05 86.65 89.99 89.09 87.43 88.98 90.21

adabst: AdaBoost; DT: decision tree; kNN: k-nearest neighbours; NN: neural network; RF: random forest; SVM: support vector machine; xgboost: XGBoost;
MCC: Matthews correlation coefficient; AUC: area under the curve; ImBD: imbalanced data set; BD: balanced data set. The best accuracy values attained are
highligted in bold in Table 5.
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Although cross-validation testing is performed on
10-fold partitioned data. It is still possible that some data
is missed throughout the test. The jackknife test is a more
demanding test that alleviates this issue.

Jackknife test

Jackknife test is also referred as leave-one-out cross-validation
test. In this assessment, data is split into no of data folds(n).
One entity from the data used for testing and the remaining
the data set part are trained by the machine learning classifiers.
And this whole process is performed no of data set(n) times,
when we got the results of all the n predictions are obtained
and take their mean. In cross-validation testing, jackknife is
the most crucial and operational cost test because it takes a
lot of time. The only downside of choosing the jackknife test
for assessment is its feasibility. The computational cost of the
testing process is high. This test showed that to validate the
quality classifier that is summed up in Table 5. Figure 10 illus-
trates the comparison of these techniques because it shows that
the proposed model (XGBoost) outperforms the other model as
it yields the largest AUC (area under the curve) of 0.97 for the
curated data set.

Discussion
The identification of hemolysis driver proteins is of paramount
importance in precision and customized oncology. To this
end, bioinformatics tools that can accurately and efficiently

evaluate sequencing data are highly sought after. In this
study, we proposed and validated a novel in-silico method,
Hemolytic-Pred, for identifying HPs based on their sequences
using statistical moment-based features, position-relative, and
frequency-relative information.

Our approach was systematic and reliable, involving the
collection of high-quality data, extraction of significant fea-
tures, training of machine learning algorithms, and rigorous
validation. Among all classifiers, XGBoost consistently outper-
formed the others, achieving the highest accuracy scores across
all evaluation metrics. The ROC curves also showed that the
proposed method with the XGBoost model performed better
than the other classifiers, with an area under the curve of 0.97.

Figure 10. Receiver operating characteristics (ROCs) of jackknife test for all predictors.

Table 6. Comparison of Hemolytic-Pred with the state-of-the-art
existing methods.

Classifiers Acc Sp Sn MCC AUC-ROC

Hemolytic-Pred 0.96 0.94 0.97 0.89 0.98

HLPpred-Fuse74 0.905 0.964 0.845 0.82 0.905

Gradient boosting75 0.95 NA NA 0.90 0.951

HemoPred25 0.709 0.728 0.652 0.34 NA

HemoPI24 0.873 0.94 0.80 0.75 0.952

Acc: accuracy; MCC: Matthew’s correlation coefficient; AUC: area under the
curve; ROC: receiver operating characteristic.
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Based on these findings, we can infer that Hemolytic-Pred
with XGBoost classifier is a highly accurate and reliable tool
for identifying HPs. This model could significantly benefit
precision and customized oncology by enabling the timely
diagnosis and treatment of various severe disorders. Future
research could further optimize the Hemolytic-Pred method,
investigate the underlying mechanisms of hemolysis, and
explore potential applications of this approach in other fields.

Performance of Hemolytic-Pred and existing
methods

Here in, we have performed a comparative analysis of the
proposed method with existing methods available for

identifying HPs. The main aim of our study was to outper-
form the existing methods with higher accuracy, thus, it was
necessary to compare our method with the existing ones in
terms of overall performance. For Hemolytic-Pred, the evalu-
ation has already been evaluated, thus, to compare the results
with previous methods, the results of HLPpred-Fuse,74

Gradient boosting,75 HemoPred25 and HemoPI24 were
employed. Hemolytic-Pred gave 0.89, 0.96, 0.97, 0.94, and
0.98 MCC, ACC, Sn, Sp, and AUC, respectively. In our per-
formance comparison, Hemolytic-Pred was compared with
existing models and predictors, HLPpred-Fuse,74 Gradient
boosting,75 HemoPred,25 and HemoPI24 as described in
Table 6. In comparison, we observe that Hemolytic-Pred
gave the highest scores for ACC, Sp, Sn, MCC, and
AUC-ROC, as compared to the existing methods. This

Figure 11. Server page.

Figure 12. Result page.
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infers that the proposed method can be considered as the most
accurate and reliable predictor till now. Furthermore, its
importance is realized as an in-silico model in comparison
with in vitro and in vivo analysis which are typically both
time-consuming and expensive, due to the need for laboratory
facilities, specialized equipment, and trained personnel. In
addition, these types of experiments can also be ethically
and legally complex, as they often involve testing on live
animals or human subjects. In-silico analysis, on the other
hand, uses computer simulations and modeling to study bio-
logical processes, making it a more cost-effective and efficient
alternative. It also eliminates the need for animal testing and
can provide a more controlled and reproducible environment
for testing. As a result, in-silico analysis has become a
popular tool for researchers to study various biological pro-
cesses and to help guide their experimental design.

Webserver
The availability of a scientific method as a tool or webserver
is necessary so that the scientists and research community
can take benefit from it, as several recent papers have pre-
sented.76–88 We developed a web server that is user-friendly
and its guidelines are also available. it’s free and can
use without any login requirement. that is established on
“http://ec2-54-160-229-10.compute-1.amazonaws.com/,” that
is, developed using Python 3.7 Flask for an XGBoost.
Step-by-step instructions are provided for the use of the
website.

Step 1

Users can open the website at http://ec2-54-160-229-10.
compute-1.amazonaws.com/ and a menu header will appear
that consist of four pages, that is, home, hemolytic protein,
server, and sample data. The home page provides an overview
of proteins. The hemolytic protein tab leads to information on
the hemolytic protein. The server tab is the main page that is
the prediction portal and the sample data tab provides some
positive and negative FASTA format samples.

Step 2

When the server page loaduserwill notice an empty text box that
is also depicted in Figure 11, where the input sequence or mul-
tiple sequences that will be in FASTA file be pasted. The submit
sequence buttonwill be clicked to obtain results after pasting the
sequence. The findings will pop up at the next screen after 0.66
or 1 s shown in Figure 12, which time is dependent on the
number of sequences and length of sequences also matter.

Step 3

Click on the sample data tab to find some hemolytic and
non-hemolytic sequences for an experiment.

Conclusions and future work
We have proposed a novel tool for the identification of
hemolytic proteins as a supplement to experimental
approaches. Our model, which extracts features based on
statistical moments and position relative features incorpo-
rated of proteins and exploits efficient feature selection,
was shown to be robust and high performing according to
cross-validation and jackknife testing. It is associated with
various diseases, mainly tumors, autoimmune, leukemia,
sickle cell anemia, lymphoma, and thalassemia. In the
present study, out of all the classifiers evaluated, XGBoost
outperformed others, giving the most accurate results for
the prediction of the HP. The system’s overall accuracy on
the jackknife testing is 93.85%, sensitivity value is 91.6%,
and specificity is 95.03%. It is concluded that the proposed
model has the capability ofmore improvement in the compu-
tational result. XG-Boost is an iterative learning method
where the model self-analyzes its mistakes and gives more
weightage to misclassified data points in the next iteration,
making it a reliable model. XGBoost uses a similarity
score to prune trees and prevent overfitting. It is a better
option for unbalanced data sets and more efficient in opti-
mizing hyperparameters compared to Random Forest and
other classifiers.XGBoost is a more preferable choice in
situations like Poisson regression and rank regression.

As the biological sequence data increases day-by-day at
high speed in a different type of database like the Swiss Prot
database, in the future, the space to improve efficiency in
this field still exists due to the increasing number of data
sets. A number of diseases are associated with HPs, includ-
ing sickle cell anemia, glucose-6-phosphate dehydrogenase
(G6PD) deficiency, hemolytic uremic syndrome, thalas-
semia, autoimmune hemolytic anemia, pyruvate kinase
deficiency, spherocytosis, G6PD deficiency, and paroxys-
mal nocturnal hemoglobinuria. In order to treat or cure
the aforementioned diseases, scientists would need to deter-
mine whether a protein is hemolytic or non-hemolytic. The
researcher could benefit from our reliable and accurate
model in this case. Using this model, it might be possible
to design and discover drugs for the diseases listed above.
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(2012): 2447–2460.

71. Denoeux T. A neural network classifier based on Dempster-Shafer
theory. IEEE Trans Syst, Man, Cybernetics-Part A: Syst Humans
2000; 30: 131–150.

72. Chen T and Guestrin C. Xgboost: a scalable tree boosting
system. In Proceedings of the 22nd ACM SIGKDD inter-
national conference on knowledge discovery and data
mining, pp.785–794. 2016.

73. Chou K-C, Wu Z-C and Xiao X. iLoc-Euk: a multi-label clas-
sifier for predicting the subcellular localization of singleplex
and multiplex eukaryotic proteins. PLoS ONE 2011; 6:
e18258.

74. Hasan MM, Schaduangrat N, Basith S, et al. HLPpred-Fuse:
improved and robust predictionof hemolytic peptide and its activ-
ity by fusing multiple feature representation. Bioinformatics
2020; 36: 3350–3356.

75. Plisson F, Ram’irez-S’anchez O andMart’inez-Hern’andez C.
Machine learning-guided discovery and design of non-
hemolytic peptides. Sci Rep 2020; 10: 1–19.

76. Wei L, Ye X, Xue Y, et al. ATSE: a peptide toxicity predictor
by exploiting structural and evolutionary information based
on graph neural network and attention mechanism. Brief
Bioinformatics 2021; 22: bbab041.

77. Xu Y, Wang Z, Li C, et al. iPreny-PseAAC: identify
C-terminal cysteine prenylation sites in proteins by incorpor-
ating two tiers of sequence couplings into PseAAC. Med
Chem (Los Angeles) 2017; 13: 544–551.

78. Chen W, Feng P, Yang H, et al. iRNA-AI: identifying the
adenosine to inosine editing sites in RNA sequences.
Oncotarget 2017; 8: 4208–4200.

79. Chen W, Feng P-M, Lin H, et al. iRSpot-PseDNC: identify
recombination spots with pseudo dinucleotide composition.
Nucleic Acids Res 2013; 41: e68–e68.

80. Cheng X, Xiao X and Chou KC. pLoc-mEuk: predict subcel-
lular localization of multi-label eukaryotic proteins by extract-
ing the key GO information into general PseAAC. Genomics
2018; 110: 50–58.

81. Cheng X, Zhao S-G, Lin W-Z, et al. pLoc-mAnimal: predict
subcellular localization of animal proteins with both single
and multiple sites. Bioinformatics 2017; 33: 3524–3531.

82. Cheng X, Zhao S-G, Xiao X, et al. iATC-mISF: a multi-label
classifier for predicting the classes of anatomical therapeutic
chemicals. Bioinformatics 2017; 33: 341–346.

83. Cheng X, Lin WZ, Xiao X, et al. pLoc_bal-mAnimal: predict
subcellular localization of animal proteins by balancing train-
ing dataset and PseAAC. Bioinformatics 2019; 35: 398–406.

84. Cheng X, Xiao X and Chou K. pLocbal−mGneg: predict subcel-
lular localization of Gram-negative bacterial proteins
by quasi-balancing training dataset and general PseAAC.
J Theor Biol 2018; 458: 92–102.

85. Chou K, Cheng X and Xiao X. pLoc_bal-mHum: predict
subcellular localization of human proteins by PseAAC
and quasi-balancing training dataset. Genomics 2019;
111: 1274–1282.

86. Xiao X, Cheng X, Chen G, et al. pLoc_bal-mGpos: predict
subcellular localization of Gram-positive bacterial proteins
by quasi-balancing training dataset and PseAAC. Genomics
2019; 111: 886–892.

87. Malebary SJ, Rehman MSU and Khan YD.
iCrotoK-PseAAC: identify lysine crotonylation sites by
blending position relative statistical features according to
the Chou’s 5-step rule. PLoS ONE 2019; 14: e0223993.

88. AkmalMA,HussainW,RasoolN, et al.UsingChou’s5-steps rule
to predict O-linked serine glycosylation sites by blending position
relative features and statistical moment. IEEE/ACM Transactions
on Computational Biology and Bioinformatics, 2020.

Perveen et al. 19


	 Introduction
	 Materials and methods
	 Formulation of metrics
	 Data set collection
	 Feature extraction
	 Statistical moments
	 Computation of position relative incidence matrix (PRIM)
	 Computing reverse position relative incidence matrix (RPRIM)
	 Computing frequency vector
	 Computing AAPIV and RAAPIV


	 Training machine learning classifiers
	 Random forest
	 Support vector machines
	 Decision trees
	 AdaBoost
	 K-nearest neighbor
	 Neural network
	 XGBoost

	 Results
	 Self-consistency test
	 Independent test
	 k-fold cross-validation
	 Jackknife test

	 Discussion
	 Performance of Hemolytic-Pred and existing methods

	 Webserver
	 Step 1
	 Step 2
	 Step 3

	 Conclusions and future work
	 Acknowledgements
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


