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Abstract
Background  Computed tomography (CT) is widely in clinics and is affected by metal implants. Metal segmentation 
is crucial for metal artifact correction, and the common threshold method often fails to accurately segment metals.

Purpose  This study aims to segment metal implants in CT images using a diffusion model and further validate it with 
clinical artifact images and phantom images of known size.

Methods  A retrospective study was conducted on 100 patients who received radiation therapy without metal 
artifacts, and simulated artifact data were generated using publicly available mask data. The study utilized 11,280 
slices for training and verification, and 2,820 slices for testing. Metal mask segmentation was performed using DiffSeg, 
a diffusion model incorporating conditional dynamic coding and a global frequency parser (GFParser). Conditional 
dynamic coding fuses the current segmentation mask and prior images at multiple scales, while GFParser helps 
eliminate high-frequency noise in the mask. Clinical artifact images and phantom images are also used for model 
validation.

Results  Compared with the ground truth, the accuracy of DiffSeg for metal segmentation of simulated data was 
97.89% and that of DSC was 95.45%. The mask shape obtained by threshold segmentation covered the ground truth 
and DSCs were 82.92% and 84.19% for threshold segmentation based on 2500 HU and 3000 HU. Evaluation metrics 
and visualization results show that DiffSeg performs better than other classical deep learning networks, especially for 
clinical CT, artifact data, and phantom data.

Conclusion  DiffSeg efficiently and robustly segments metal masks in artifact data with conditional dynamic coding 
and GFParser. Future work will involve embedding the metal segmentation model in metal artifact reduction to 
improve the reduction effect.
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Introduction
CT images play a vital role in clinical diagnosis and radia-
tion therapy planning, but metal artifacts caused by 
implants like dental fillings, hip prostheses, and implant 
markers can limit their usefulness. Metal artifact reduc-
tion (MAR) techniques are crucial for improving image 
quality by mitigating these artifacts. Various MAR meth-
ods have been proposed [1–3], including iteration-based 
[4] and projection correction [5, 6] algorithms. Recently, 
deep learning (DL) methods have emerged as effective 
tools in MAR applications [7–9].

Metal segmentation is fundamental to MAR, as accu-
rate recognition of metal shape and position is essential 
for correcting raw data efficiently. Precise metal mask 
segmentation is key to obtaining accurate corrected 
images, as errors in segmentation can lead to incorrect 
artifact correction or loss of anatomical information 
[10]. Geometric information from metal objects is clini-
cally important for accurate dose calculation in radio-
therapy planning [11]. In CBCT, precise delineation of 
implant edges aids clinicians in assessing the relationship 
between implants and surrounding structures, improving 
the standardization and clinical interpretation of bone 
analysis [10, 12].

Metal implants appear very bright in CT images due to 
their high density. Metal implants create severe artifacts 
in CT images, such as streaks and shadows, which can 
obscure their boundaries and complicate accurate seg-
mentation. Manual delineation [13] or threshold-based 
methods [8] have been used to identify metal objects in 
medical imaging. However, manual delineation is time-
consuming and operator-dependent, making it unsuit-
able for routine clinical use. In threshold-based methods, 
a window width and position are selected in the CT 
image, with the metal object’s boundary estimated using 
a threshold value, often set at 2500 HU [8, 9, 14] or 3000 
HU [7], to differentiate the metal from surrounding bone 
tissue. However, ensuring accuracy with this method 
can be difficult, especially near high-density anatomical 
structures like bone. Additionally, different thresholds 
may be needed for metals with varying shapes and mate-
rials. Instead of a fixed threshold value, Yazdi et al. [15] 
proposed using 90% of the maximum gray value as the 
threshold.

Various image morphological processing methods have 
been proposed for segmenting CT or CBCT metal masks. 
Pauwels et al. [10] conducted pre-threshold processing 
on CBCT images using manual thresholds, applied the 
Sobel operator for edge enhancement, and segmented 
the filtered images through iteratively determined fixed 
thresholds, with the algorithm typically taking 10–20  s. 
Chen et al. [16] utilized a mutual information maximi-
zation segmentation algorithm for metal artifact and 
mask segmentation. Karimi et al. [17] employed regional 

growth for segmenting metal voxels. Bal et al. [18] uti-
lized the k-means method to segment images into air, 
soft tissue, normal tissue, bone, and metal categories.

Deep learning has made important advances in 
domains such as image segmentation [19–26], computer-
aided diagnostic [27–29], biomedical signal processing 
[30, 31] and drug discovery [32–34] in recent years. In 
the realm of deep learning applied to CT metal segmen-
tation, Hegazy et al. [35] employed U-Net for segmenting 
metal regions in the two-dimensional projection domain 
of dental CT, achieving Dice similarity indices of 0.98, 
0.97, 0.93, and 0.95 for the four tested patients. Zhu et 
al. [36] introduced an attention-based U-Net framework 
for metal segmentation in the sinogram domain, utilized 
in one of the MAR steps. The focus of these studies on 
metal segmentation was primarily for subsequent MAR 
applications, with limited emphasis on providing quanti-
tative segmentation results.

The diffusion probabilistic model (DPM) [37, 38] has 
become a popular choice for image segmentation [39] in 
recent years due to its random sampling process [40–42]. 
When dealing with metal segmentation, the affected area 
extends beyond the metal itself, posing a challenge. Dif-
fSeg [43], a segmentation network based on the diffusion 
model, has shown promising results in medical segmen-
tation and is applied to segment metal in artifact CT 
images. By setting image prior conditions and integrat-
ing segmentation masks at each step, DiffSeg dynamically 
enhances conditional features to learn the segmentation 
map in a multi-scale approach. The global frequency 
parser (GFParser) is utilized to filter high-frequency 
noise in the mask, and multi-scale integration is per-
formed on skip connection paths. Various segmentation 
models such as U-Net [44], Attention U-Net [45], R2U-
Net [46], and DeepLabV3+ [47] were compared with 
DiffSeg for segmenting metals from both simulated and 
clinical data.

The main contributions of the proposed fusion method 
in this paper are as follows.

(1)The study introduces DiffSeg, a novel approach for 
precise metal segmentation in CT images, addressing the 
limitations of traditional threshold methods commonly 
used for this task.

(2) Conditional dynamic coding and GFParser were 
designed. Conditional dynamic coding fuses the current 
segmentation mask and prior images at multiple scales, 
while GFParser helps eliminate high-frequency noise in 
the mask.

(3) DiffSeg achieves outstanding accuracy (95.81%) and 
Dice similarity coefficient (85.33%) compared to ground 
truth. Evaluation across various datasets, including clini-
cal artifact data and phantom images, consistently dem-
onstrates its superiority.
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The rest of the paper is organized as follows. Section 2 
introduces the dataset, preprocessing, segmentation net-
work, evaluation metrics, and experimental settings. Sec-
tion 3 displays the qualitative and quantitative results and 
ablation studies. Sections  4 and 5 elaborate discussion 
and the conclusion.

Method
Clinical data
A retrospective study was conducted on 100 patients 
without metal artifacts who underwent radiotherapy at 
our hospital between January 2021 and December 2023. 
The study included 20 cases of head and neck, 40 cases of 
chest, and 40 cases of abdomen. 80% of the data for each 
type was used for training and validation (11,280 slices), 
while the remaining 20% was used for testing (2,820 
slices). The patient cohort consisted of 58 women and 
42 men, with a mean age of 48 ± 11 years. Approval for 
this retrospective study was obtained from the Medical 
Ethics Association of Nanjing Medical University ([2020]
KY154-01). Patient image data was collected using a 
Philips Brilliance Big Bore scanner (Philips Medical Sys-
tems, Cleveland, OH, USA) with an image matrix size of 
512 × 512 and a pixel size of 0.975 mm. The scanning layer 
thickness was 0.25 cm. To assess metal segmentation, CT 
images of 5 patients with metal implants such as verte-
bral steel nails and femoral head implants were included. 
Furthermore, a case from the CTPelvic1K dataset [48] 
was randomly selected to evaluate segmentation perfor-
mance. This dataset primarily consisted of postoperative 
images with metal artifacts. For quantitative analysis of 
segmentation performance, CT data from an ArcCheck 
phantom (Sun Nuclear Corporation, Melbourne, FL) 
containing two 2 cm titanium rods and a 002H9K phan-
tom (CIRS Inc., Norfolk, VA) containing oval stainless 
steel rods were utilized. The 002H9K images were stored 
in 16-bit format, with a metal CT value of 11,080 HU. 
Data values were normalized to a range of [0,1] based on 
the minimum and maximum values.

Metal artifact generation
This study was conducted using simulated data sets due 
to the challenges in obtaining both metal artifact data 
sets and corresponding artifact-free data sets in clini-
cal practice. Metal implants were inserted into clean CT 
images to create CT images with metal artifacts, simu-
lating beam hardening and Poisson noise based on the 
simulation method by Yu et al. [49]. The CT images were 
generated using a fan-beam geometry with 640 uniformly 
sampled projection angles between 0 and 360 degrees 
and 793 detector bins per projection angle. The distance 
from the X-ray source to the rotation center was set at 
107.5  cm. To simulate Poisson noise, a polychromatic 
X-ray source was utilized with an incident beam X-ray of 

2 × 107 photons, considering the partial volume effect and 
scattering effect. The sinogram size of the artifact CT was 
793 × 640.

The mask for metal mask simulation should be carefully 
designed to fit the clinical scene accurately. In this study, 
metal masks obtained from Zhang et al. [50] containing 
100 manually segmented metal implants, such as dental 
fillings, spinal fixation screws, hip prostheses, coils, and 
wires, were utilized. However, applying the mask directly 
to clinical CT images presents challenges: (1) the fixed 
position of the mask and (2) the mask extending beyond 
the body outline. To address this, Matlab 2019a (The 
Mathworks, Natick, MA, USA) was employed to extract 
the metal boundary matrix from the mask. The matrix 
size was reduced to 250 pixels if it exceeded this size. 
Subsequently, a 512 × 512 matrix was generated with the 
mask placed at the center (horizontal directions 150 to 
350, vertical directions 180 to 330) to create a new mask 
matrix.

The body mask is segmented using a threshold value 
to ensure that the metal mask does not appear partially 
outside the body mask due to random values. By multi-
plying the body mask with the metal mask, a new mask 
is obtained that is only within the body, which is then 
used to generate simulated artifact CT data. In contrast 
to the method by Wang et al. [8], where a layer of CT was 
paired with 90 masks, this study utilized a random metal 
mask for each CT scan. Subsequently, the artifact CT was 
generated and the CT values were truncated to [-1000, 
3071] HU to match actual CT values [51].

Network model
DiffSeg and training
DiffSeg is based on a diffusion model, which includes two 
phases of forward and reverse diffusion. In the forward 
process, Gaussian noise is gradually added to the seg-
ment label x0 through a series of steps T. In the reverse 
process, through the reverse noise process, the neural 
network is trained to recover the original data, expressed 
as:

	
pθ (x0:T−1| xT ) =

∏ T

t=1
pθ (xt−1| xt)

Where θ  is the reverse diffusion parameter. Starting 
from Gaussian noise,pθ (xT ) = N (xT ; 0, I), where I is 
the identity matrix, and the reverse process converts the 
latent variable distribution pθ (xT )  to the data distribu-
tion pθ (x0).

The ResU-Net network is adopted as the DPM learn-
ing network, as shown in Fig. 1. To achieve segmentation, 
the step size estimation function, that is, the noise func-
tion, is trained by the original image prior, which can be 
expressed as:
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	 εθ (xT−1, I, t) = D(EI
t , E

x
t , t)

Where EI
t  is the conditional feature embed, in this case, 

the original image embed, and Ex
t  is the segmentation 

map feature embedded in the current step. The two com-
ponents are added and sent to the ResU-Net decoder D 
for reconstruction. The step-index t  is integrated into 
ResU-Net by embedding and decoder features.

Specifically, the modified ResU-Net consists of 
a ResNet encoder following a U-Net decoder. The 
ResNet-34 down-sampling section includes a 7 × 7 con-
volutional layer with 64 filters, followed by a max pool-
ing layer and repeated residual blocks. Each residual 
block comprises two 3 × 3 convolutional layers with 
batch normalization and identity shortcut connections. 
The decoder blocks use a 2 × 2 transposed convolution 
with a stride of 2, concatenated with a 1 × 1 convolution 
of the corresponding encoder feature maps. The con-
catenated tensor undergoes batch normalization before 
progressing to the subsequent decoder block. The final 
layer is a transposed convolution. Besides, the residual 
block receives time embeddings through a linear layer, 

SiLU activation, and another linear layer. Both I and xi  
are encoded using distinct encoder. The results are com-
bined by GFParser and dynamic condition coding and 
forwarded to the final encoding stage.

DiffSeg is trained following DPM’s standard process 
[37], with the loss expressed as

	
L = Ex0,ε,t

[
‖ε− ε0(

√
âx0 +

√
1− âx0, Ii, t)‖

2
]

In each iteration, a pair of original images and segmenta-
tion labels are randomly selected for training. The itera-
tion number t samples from a uniform distribution and ε  
samples from a Gaussian distribution.

DPM-Solver [52] was utilized as the default sampling 
method during inference with a sampling step of 100 to 
speed up sampling.

Dynamic condition coding
Metal segmentation can be challenging due to artifacts, 
especially when only a static image Iraw is provided at 
each step in most conditional DPM. To solve this prob-
lem, dynamic conditional coding is introduced. Initially, 

Fig. 1  An illustration of SegDiff. I is the original CT image, x0  is the segment label, xT  is Gaussian noise, xT  is segment result at step-index t
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the conditional feature map mk
I  is fused with the xt  

encoding feature mk
x , k is the current layer index. Two 

feature maps are applied layer normalization and mul-
tiplied together to get a feature map. Then the feature 
map is multiplied with the conditional encoded feature to 
enhance the attentive region. The fusion mechanism F  
can be expressed as:

	 F(mk
I ,m

k
x) = (LN

(
mk

I

)
⊗ LN

(
mk

x

)
)⊗ mk

I

Where ⊗  represents element-by-element multiplica-
tion and LN represents layer normalization. This strategy 
facilitates DiffSeg dynamic positioning and calibration 
segmentation, while integrated embedding generates 
additional high-frequency noise. To mitigate this, the 
GFParser is proposed to constrain the high-frequency 
components of features.

GFParser
To mitigate high-frequency noise and improve segment 
details, GFParser is integrated into DiffSeg [53]. Dif-
fSeg connects GFParser in the process of integrating 
features, utilizing a parameterized weight map in the 
Fourier space features and focusing on controlling noise-
related information within the feature. As illustrated in 
Fig. 2, when given a decoder feature map, the initial step 
involves conducting a two-dimensional FFT (fast Fou-
rier transform) along the spatial dimension, represented 
as M = FFT [m] ∈ CH×W×C , Where FFT [• ]  is two-
dimensional FFT. Then, the spectrum of M is adjusted 
by multiplying it with a parameterized attention map A, 
which can be formulated as: M ′ = A⊗ M . Finally, the 
spatial domain is obtained by applying the inverse FFT ad 
m′ = 〉FFT [M ′ ].

GFParser serves as a trainable frequency filter that 
enables global modifications to components of a specific 
frequency, allowing it to learn how to regulate high-fre-
quency components effectively.

Implementation details
DiffSeg employs linear noise time and noise prediction 
with a diffusion step T of 1000. All experiments were car-
ried out on the PyTorch platform using 2 NVIDIA RTX 
3090 GPUs. The network was trained using the AdamW 
optimizer with an initial learning rate of 1 × 10− 4, for 100 
epochs with a batch size of 4.

Additionally, we utilized the same dataset to train and 
test various deep learning models such as U-Net [44], 
Attention U-Net [45], R2U-Net [46], and DeepLabV3+ 
[47] to provide a comparative evaluation of DiffSeg 
performance.

Verification indicators
The segmentation results were evaluated using four 
performance indicators: the Dice similarity coefficient 
(DSC), sensitivity (SE), specificity (SP), and accuracy 
(ACC). DSC quantifies the overlap between true and pre-
dicted values, SE measures the ability to correctly detect 
true positives, SP gauges the ability to correctly detect 
true negatives, and ACC assesses the proportion of all 
correct predictions. The formulas for these indicators are 
as follows:

	
DSC =

2TP
FP + 2TP + FN

	
SE =

TP
TP + FN

Fig. 2  An illustration of GFParser
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SP =

TN
TN + FP

	
ACC =

TP + TN
TP + FP + TN + FN

Here, TP, FP, TN, and FN represent the number of true 
positive, false positive, true negative, and false negative 
pixels respectively.

Results
Segmentation results in simulated CT artifact data
Qualitative and quantitative comparisons were con-
ducted on the segmentation results of the test set to 
assess the model’s accuracy. The segmentation results 
for DiffSeg and other models are illustrated in Fig. 3. The 
findings indicate that both DiffSeg and other models can 
effectively segment the metal mask in simulated data, 
closely resembling the ground truth in terms of mask 
shape and size. Specifically, U-Net and Attention U-Net 
exhibit less prominent masks compared to the ground 
truth in Fig.  3(a). In Fig.  3(b), the masks generated by 
R2U-Net and DeepLabv3 + appear more rounded than 
the actual mask, with slight alterations and some loss 
of details. The metal shape produced by DeepLabV3 + is 
slightly smaller than the ground truth. However, in 
Fig.  3(c)(d), the discrepancies between the segmenta-
tion results of various models and the actual masks are 
minimal.

Table  1 shows the mean values of DSC, SE, SP, and 
ACC for different models. DiffSeg reached the high-
est value among all evaluation indicators, with DSC at 
95.45% and ACC at 97.89%. DSC serves as a comprehen-
sive metric for assessing segmentation performance, and 
a Wilcoxon signed-rank test was conducted to compare 
DSC between DiffSeg and the other models. Except for 
DeeplabV3+, all p-values were less than 0.05, indicating 
significant differences in DSC between DiffSeg and the 
other models.

Segmentation results in clinical CT artifact data
Clinical CT images with metal artifacts were utilized to 
validate the efficacy of DiffSeg using real clinical data. 
Figure 4 illustrates the outcomes of metal segmentation 
in clinical CT images. Due to the lack of a correspond-
ing ground truth, the display range of [2000,3000] HU 
was used to display artifact CT images (i.e. adjusted 
images) to better evaluate segmentation performance. 
It should be noted that adjusted images are not binary 
masks and are further checked by a senior physician. 
Adjusted images have more metal details than the thresh-
old segmentation results. The traditional model for clini-
cal CT image segmentation was found to be suboptimal 
when compared to simulated CT data. In Fig.  4(a), the 

Attention U-Net segmentation results appear smaller; in 
Fig.  4(b), both U-Net and Attention U-Net results lack 
prominence, while DeepLabV3 + fails to capture a hole 
in the mask. In Fig.  4(c), U-Net, Attention U-Net, and 
DeepLabV3 + exhibit missing parts of the screw handle. 
Figure 4(d) showcases data from the CLINIC metal data-
set, where the Attention U-Net segmentation results are 
incomplete in shape, and the third-party masks from 
U-Net and DeepLabV3 + are fragmented.

The segmentation outcomes of different methods on 
phantom data are visually compared in Fig. 5 to facilitate 
a more direct assessment. In Fig.  5(a), it is evident that 
the partition boundaries produced by U-Net, Attention 
U-Net, R2U-Net, and DeepLabV3 + appear somewhat 
jagged. While DiffSeg can accurately segment local metal 
boundaries, it exhibits minor imperfections at edges and 
corners. Notably, DiffSeg successfully segments the ion-
ization chamber between titanium rods, although it only 
captures a portion of the circular arrangement. Among 
traditional methods, R2U-Net stands out for effectively 
segmenting the surrounding ionization chamber. In a 
similar vein, for phantom image B in Fig.  5(b), the seg-
mentation results from DiffSeg align more closely with 
the ground truth and demonstrate superior generaliza-
tion compared to other models.

Comparison of results of DiffSeg and threshold 
segmentation
For comparison with commonly used threshold segmen-
tation methods, Fig.  6 presents the results of DiffSeg 
and threshold segmentation in simulated and phantom 
data. T2500 and T3000 refer to threshold methods based 
on 2500 HU and 3000 HU, respectively. The results in 
Fig. 6(a) and (b) show that T2500 and T3000 can outline 
the metal, although the resulting shape is slightly larger 
than the ground truth. In contrast, the shape of the Dif-
fSeg segmentation results closely resembles the ground 
truth. Regarding the titanium rod in Fig. 6(c), the shape 
obtained by T2500 is somewhat prominent and larger 
than the ideal result. The left titanium rod segmented 
by T3000 is nearly square and close to the ground truth, 
while the upper side of the right titanium rod appears 
somewhat prominent. Furthermore, the threshold 
method successfully segments the ionization chamber 
located between the titanium rods.

Table  2 presents the quantitative outcomes of the 
threshold segmentation technique applied to simulated 
data. The SE metric for threshold segmentation is 100%, 
signifying that the segmentation outcomes completely 
contain the ground truth, as demonstrated in Fig.  6. 
Nonetheless, the DSC values for the segmentation out-
comes using thresholds T2500 and T3000 were 82.92% 
and 84.19%, respectively, which are lower than the 95.45% 
achieved by DiffSeg.
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Fig. 3  Visual comparison between DiffSeg and the classical model for segmenting metal in simulation artifact data, with the display range of (a)-(d) 
being [-500,1500] HU
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Ablation experiment
Ablation experiments were conducted using simulation 
data and clinical data to validate the effectiveness of Dif-
fSeg’s dynamic conditional coding and GFParser. The 
visualization results are presented in Fig.  7, where Dif-
fSeg_1 indicates the lack of dynamic conditional coding 
and GFParser, and DiffSeg_2 indicates the absence of 
dynamic conditional coding. In Fig.  7(a), the segmenta-
tion outcomes of DiffSeg_1 and DiffSeg_2 closely resem-
ble those of DiffSeg, except that DiffSeg_2 lacks boundary 
protrusion. Figure  7(b) shows that DiffSeg_1 can seg-
ment predominantly one side of the steel nail, while the 
right side of DiffSeg_2 appears discontinuous, and Dif-
fSeg performs well in segmenting the metal. Lastly, in 
Fig. 7(c), DiffSeg_1 exhibits some burrs along its bound-
ary, whereas DiffSeg_2 fails to identify the intermediate 
ionization chamber.

Table  3 presents the quantitative outcomes of the 
ablation experiment conducted on simulated data. The 
results indicate that employing dynamic conditional cod-
ing proves to be a successful approach for DPM, leading 
to a 0.79% enhancement in DSC. GFParser, which utilizes 
dynamic conditional coding, successfully mitigates high-
frequency noise, thereby enhancing the segmentation 
results and contributing to a 1.1% improvement in DSC 
for DiffSeg.

Influence of segmentation results on metal artifact 
correction
The study further examined the impact of segmentation 
results on normalized metal artifact reduction (NMAR) 
[3] outcomes for artifact CT and phantom CT, as illus-
trated in Fig. 8. The first two rows present segmentation 
and NMAR outcomes for clinical artifact CT, while the 
last two rows depict results from a titanium rod phan-
tom. NMAR_DiffSeg, NMAR_T2500, and NMAR_
T3000 represent the NMAR outcomes corresponding to 
each segmentation method. In clinical artifact CT, there 
is a notable disparity between DiffSeg and threshold seg-
mentation methods, with DiffSeg yielding a smaller seg-
mentation mask. Notably, NMAR_DiffSeg retained some 
bone information, highlighted by a red arrow, which was 
less discernible in NMAR_T2500 and NMAR_T3000. 
Additionally, testing on titanium rods CT (excluding 
the surrounding ionization chambers) revealed that 

NMAR_DiffSeg exhibited a clearer demarcation line with 
square bars, indicated by a yellow arrow, attributed to its 
smaller partition result and reduced impact on the partial 
reconstruction of normal tissue.

Discussion
CT images are commonly used in clinical diagnosis due 
to their ease of acquisition. However, metal artifacts pres-
ent a challenge to image quality and treatment planning. 
While existing MAR algorithms [54–56] can effectively 
remove metal artifacts, accurate metal segmentation is 
crucial. Most current metal segmentation methods rely 
on simple threshold segmentation in uncorrected CT 
images or specific image processing techniques, which 
may result in inaccurate metal segmentation or hinder 
clinical applications [36]. Therefore, this study introduces 
DiffSeg, a diffusion model-based segmentation network, 
for metal segmentation. The standard encoder-decoder 
architecture of U-Net, as a classical segmentation net-
work, has the advantages of simple structure and good 
segmentation effect by integrating the characteristics of 
the encoding stage in the decoding stage. However, the 
inherent property of convolution is easy to cause the 
boundary ambiguity of segmentation results. The diffu-
sion model is a data generation technique that simulates 
diffusion processes in nature to synthesize new data. It 
starts with a simple, noisy signal, gradually adds details 
and patterns, and eventually generates complex new data 
[57–59]. DiffSeg incorporates dynamic conditional cod-
ing fusion to combine the current segmentation mask 
and prior images at multiple scales, enhancing fea-
ture extraction and image detail recovery. Additionally, 
GFParser is utilized to reduce high-frequency noise in 
the mask, further improving segmentation accuracy and 
achieving precise metal segmentation.

By comparing the qualitative and quantitative results 
of the traditional deep learning model and DiffSeg for 
metal segmentation in artifact CT, this study demon-
strates the feasibility and effectiveness of the diffusion 
model for metal segmentation. In simulated data, both 
traditional methods and DiffSeg effectively segment the 
entire metal masks, with DiffSeg showing superior iden-
tification of fine protruding boundaries. However, when 
applied to clinical artifact data, the traditional method’s 
segmentation performance significantly decreases com-
pared to simulated data, resulting in a greater deviation 
of partial metal boundaries. In contrast, DiffSeg produces 
results closer to quasi-ground truths, exhibiting a more 
regular shape. Furthermore, when analyzing titanium rod 
simulation data, the traditional method’s boundary dif-
fers from the actual square shape, while DiffSeg excels in 
restoring the complete shape of the metal.

This study analyzes the impact of different thresh-
old values in medical imaging. A smaller threshold may 

Table 1  The mean values of DSC, SE, SP, and ACC of the model 
on the test set, and p values are relative DSC parameters
Model DSC(%) SE(%) SP(%) ACC(%) p-value
U-Net 93.52 95.52 97.88 96.65 < 0.05
Attention U-Net 94.21 96.33 97.95 97.20 < 0.05
R2U-Net 94.40 96.68 98.12 97.33 < 0.05
DeepLabV3+ 94.85 96.77 98.39 97.15 0.16
DiffSeg 95.45 97.02 98.44 97.89
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Fig. 4  The visual comparison between DiffSeg and the classical model in the clinical artifact data. The display range of (a)-(d) is [-500,1500] HU
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lead to normal tissue being mistaken for metal, reducing 
image detail. Conversely, larger thresholds may misiden-
tify metal implants as tissue, leaving metal artifacts in the 
final image. Commonly used thresholds like 2500 HU or 
3000 HU provide an approximate shape of the metal but 
may result in artifacts extending beyond the metal itself. 
Segmentation of titanium rod data demonstrates that the 

threshold method can accurately identify the ionization 
chamber metal within the rod, a task that the traditional 
method struggles with. Additionally, the segmentation 
results from DiffSeg are smaller than those from thresh-
old methods, potentially better preserving normal tissue 
information in techniques like NMAR for metal artifact 
reduction.

Fig. 5  Visual comparison between DiffSeg and the classical model for metal segmentation in a phantom image containing titanium rods. The phantom 
image A is displayed in the range of [-500,1500] HU and the phantom image B is displayed in the range of [-1000,3000] HU
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Limitations in this study include: (1) This explor-
atory study focuses on metal segmentation, with plans 
to incorporate DiffSeg into MAR in the future. (2) The 

effectiveness of the metal segmentation algorithm is 
influenced by factors such as type, quantity, and size of 
the metal. To enhance model robustness, future work will 
involve gathering a more diverse range of metal shapes 
and training them in a semi-supervised manner. (3) Each 
batch’s inference time in the DPM inference stage is 
approximately 3 s. Future efforts will aim to reduce this 
time further by leveraging advancements in the diffusion 
model and parallel computation [60–62].

Table 2  Compares the results of threshold segmentation with 
those of DiffSeg, where T2500 and T3000 represent threshold 
methods based on 2500 HU and 3000 HU, respectively
Model DSC(%) SE(%) SP(%) ACC(%)
T2500 82.92 100.0 98.94 96.94
T3000 84.19 100.0 98.95 96.95
DiffSeg 95.45 97.02 98.44 97.89

Fig. 6  Visual comparison between DiffSeg and threshold method for metal segmentation in analog data and modular data, (a)(b) for simulated data, 
(c) for phantom data, the display range is [-500,1500] HU. T2500 and T3000 represent threshold methods based on 2500 HU and 3000 HU, respectively
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Table 3  The ablation results of dynamic conditional encoding 
and GFParser in DiffSeg, DiffSeg_1 indicates the absence of 
dynamic conditional coding and GFParser, and DiffSeg_2 
indicates the absence of dynamic conditional coding
Model DSC(%) SE(%) SP(%) ACC(%)
DiffSeg_1 93.56 96.47 97.09 95.71
DiffSeg_2 94.35 96.65 97.56 96.96
DiffSeg 95.45 97.02 98.44 97.89

Fig. 7  Visualization results of dynamic conditional encoding and GFParser ablation study in DiffSeg. (a), (b) and (c) are simulation data, clinical data, and 
phantom data, with a display range of [-500,1500] HU. DiffSeg_1 indicates the absence of dynamic conditional coding and GFParser, and DiffSeg_2 indi-
cates the absence of dynamic conditional coding
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Conclusions
DiffSeg, a diffusion model network utilizing dynamic 
condition coding and frequency-domain feature pars-
ing, enables precise metal segmentation in CT images. 
The dynamic condition coding merges the segmentation 
mask with the image’s prior information effectively, while 
the global frequency parser aids in high-frequency noise 
reduction within the mask. Comparative results demon-
strate that DiffSeg achieved 95.45% and 97.89% in terms 
of DSC and accuracy, allowing for finer metal boundary 
segmentation. DiffSeg demonstrated better robustness 
relative to other traditional models in metal segments 
from clinical CT, artifact data, and phantom data.
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