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Bioenergetic stress potentiates antimicrobial
resistance and persistence

Barry Li 1,2, Shivani Srivastava1,2, Mustafa Shaikh1,2, Gautam Mereddy1,2,
Madison R. Garcia 1,3, Eric N. Chiles4, Avi Shah1,2, Boatema Ofori-Anyinam1,2,
Ting-Yu Chu 1,2, Nicole J. Cheney1,2, Douglas McCloskey5,7, Xiaoyang Su 4,6 &
Jason H. Yang 1,2

The bactericidal action of some antibiotics is associated with increased ATP
consumption, cellular respiration, and reactive oxygen species (ROS) forma-
tion. Here, we investigate the effects of ‘bioenergetic stress’, induced by con-
stitutive hydrolysis of ATP and NADH, on antibiotic efficacy in Escherichia coli.
We show that bioenergetic stress potentiates the evolution of antibiotic
resistance via enhanced ROS production, mutagenic break repair, and
transcription-coupled repair. In addition, bioenergetic stress potentiates
antibiotic persistence via the stringent response.Wepropose amodel inwhich
the balance between ATP consumption versus production regulates antibiotic
resistance and persistence.

Antimicrobial resistance (AMR) is a global health crisis and poses a
looming threat tomodernmedicine. Antimicrobial-resistant infections
are estimated to have been associated with 4.95 million global deaths
and have been directly responsible for 1.27 million global deaths in
20191. Thus, there is an urgent need to better understand AMR
mechanisms.

AMR is defined as heritable protection from antimicrobial agents.
Resistance arises from de novo mutations or horizontally transferred
mobile genetic elements that inhibit drug-target interactions or alter
intracellular drug accumulation2. In the case of tuberculosis, resistance
can only be acquired by de novomutations3. In addition, non-heritable
forms of protection from antimicrobial agents exist, including anti-
microbial persistence4. Persistence arises from isogenic subpopula-
tions of “persister cells” that exhibit prolonged survival under
bactericidal stress5–8. Persistence can facilitate downstream resistance
evolution9–12.

Mechanisms underlying antibiotic-induced resistance and persis-
tence are poorly understood13,14. Mostly studied in Escherichia coli,
growing evidence demonstrates that antibiotic treatment exerts
pleiotropic stresses that can potentiate mutation rates, thereby
enabling AMR evolution (stress-induced mutagenesis)10,11,15–20. Such

stresses alter bacterial physiology and can amplify metabolic pro-
cesses, includingATP consumption21–24, cellular respiration25,26, and the
production of reactive oxygen species (ROS)24,25,27. When ATP con-
sumption exceeds ATP production, cells experience “bioenergetic
stress”.

Here, we define bioenergetic stress as the state where the ATP/
ADP ratio and the adenylate energy charge (AEC, a quantitative mea-
sure of the energy status of a cell)28 are decreased. Several conditions
induce bioenergetic stress, including heterologous gene expression29

hypoxic stress30, oxidative stress31, or acid stress32. Bioenergetic stress
impairs growth and enhances glycolysis, oxidative phosphorylation,
and ROS formation in E. coli33–38. Excessive ROS accumulation
stimulates stress-induced mutagenesis via multiple DNA repair
mechanisms39; molecules that inhibit ROS decelerate AMR
evolution17,18. Antimicrobial persistence is associated with decreased
central carbon metabolism and depleted intracellular ATP5,8,40–45.
However, while antibiotic-induced ROS formation is well-
studied13,14,27,46, it is unknown if and how bioenergetic stress regulates
resistance and persistence47.

Here, we utilized a synthetic biology approach to directly study
how bioenergetic stress impacts antimicrobial resistance and
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persistence in E. coli. We found that bioenergetic stress accelerates
fluoroquinolone resistance evolution via a stress-inducedmutagenesis
mechanism involving ROS, mutagenic break repair, and transcription-
coupled repair. We also found that bioenergetic stress potentiates
persister cell formation via the stringent response and that the strin-
gent response contributes to bioenergetic stress-enhanced resistance
evolution. We propose a model for how antibiotic stress can enhance
antimicrobial resistance and persistence by altering bacterial
energetics.

Results
Bioenergetic stress enhances antibiotic resistance evolution and
persistence
Our previous work implicates antibiotic-induced ATP consumption as
an inducer of hyper-respiratory activity21. To determine if antibiotic
treatment induces bioenergetic stress, we metabolically profiled
antibiotic-treated E. coli MG1655 cells by LC-MS/MS48,49 (Supplemen-
tary Data 1). One hour treatment with 16 ng/mL of the fluoroquinolone
ciprofloxacin (~2x the minimum inhibitory concentration [MIC]) sig-
nificantly decreased intracellular ATP and NADH, resulting in
decreased ATP/ADP, AEC, and NADH/NAD+ (Fig. 1a). The greatest
metabolomic changes occurred in nucleotides (thymine, dNTPs,
dNDPs, dNMPs) and pentose phosphate pathway metabolites (ribu-
lose-5-phosphate, sedoheptulose 7-phosphate). Accumulation of these
metabolites significantly increased, consistent with ciprofloxacin’s
mechanism of action and supporting our previous findings that
nucleotide metabolism significantly contributes to antibiotic
lethality21.

To investigate the direct effects of bioenergetic stress on anti-
biotic efficacy without the confounding effects of pleiotropic changes
in bacterial physiology induced by antibiotic treatment, we took a
synthetic biology approach. We engineered a genetic system com-
prised of constitutive over-expression of E. coli’s soluble ATP synthase
F1 complex (atpAGD; pF1), constitutive heterologous expression of the
Streptococcus pneumoniae NADH oxidase (nox; pNOX), and empty
vector controls (pEmpty) on low-copy plasmids34–38. Expression of
atpAGD or nox induces continuous ATP hydrolysis or NADH oxidation,
respectively. This increases ATP or NADH consumption, decreasing
ATP/ADP or NADH/NAD+, and thus creates bioenergetic stress. These
bioenergetic ratios are key indicators of a cell’s energy state50 and
redox state51, respectively, and are key regulators of biochemistry and
bacterial physiology52–54.

To validate this system, we quantified the abundance of intracel-
lular ATP, ADP, and AMP by LC-MS/MS (Supplementary Data 2) and
NAD+ and NADH using the Promega NAD/NADH-Glo assay. Consistent
with expectations, ATP/ADP and AEC were significantly decreased in
pF1 cells, and NADH/NAD+ was significantly decreased in pNOX cells,
relative to pEmpty controls (Fig. 1b). ATP/ADP and AEC were also
decreased in pNOX cells. Consistent with previous reports33–38, pF1 and
pNOX cells exhibited extended lag phase (Fig. 1c), enhanced respira-
tion (Fig. 1d and Supplementary Fig. 1a; increased OCR: oxygen con-
sumption rate), and enhanced glycolysis (Fig. 1e and Supplementary
Fig. 1b; increased ECAR: extracellular acidification rate) than pEmpty
cells. Moreover, LC-MS/MS analyses revealed significantly increased
accumulation of tricarboxylic acid cycle metabolites (α-ketoglutarate,
citrate, fumarate, malate, succinate) or their related metabolites
(coenzyme A, pyruvate) in pF1 and/or pNOX cells (Supplementary
Data 2). Together, these data validated our genetic system.

We evaluated the effects of bioenergetic stress on antibiotic sus-
ceptibility and treatment outcomes. The ciprofloxacin MIC was not
altered inpF1 or pNOXcells relative topEmpty cells, indicating that this
level of bioenergetic stress did not directly confer genetic resistance
(Fig. 1f). However, serial passage laboratory evolution experiments
revealed statistically significantly enhanced ciprofloxacin resistance
evolution in pF1 cells and modestly enhanced resistance evolution in

pNOX cells relative to pEmpty cells (Fig. 1g). These were evident in
both the area under the curve (AUC) of the fold-change in MIC50

throughout the experiment and the cycles to4xMIC50 (Supplementary
Fig. 1c). We selected 4x MIC50 as the resistance threshold, as a 4-fold
increased MIC is the resistance breakpoint for many antibiotics55.
These data indicate that bioenergetic stress accelerates ciprofloxacin
resistance evolution. This finding was unexpected as, to our knowl-
edge, bioenergetic stress has never been directly shown to impose a
selective pressure that enhances antimicrobial resistance evolution.

We performed time-kill experiments to evaluate the potential
effects of bioenergetic stress on antibiotic lethality. Time-kill experi-
ments revealed statistically significant increases in the fraction of cells
surviving 18 ng/mL ciprofloxacin treatment (~1.5 x MIC) in bioenerge-
tically stressed cells, indicating enhanced persistence7 (Fig. 1h and
Supplementary Fig. 1d). We selected 18 ng/mL ciprofloxacin because
this concentration yielded ~ 3-logs killing in pEmpty cells, like 16 ng/mL
ciprofloxacin in wildtype MG1655 cells (Supplementary Fig. 1e). These
concentrations enabled us to resolve both log-fold increases and
decreases in antibiotic lethality following genetic and/or biochemical
perturbations. We found that the increased persistence was a gen-
eralizable phenomenon, with significantly elevated pF1 persister cell
fractions surviving high doses of ciprofloxacin, gentamicin, and
ampicillin, and significantly elevated pNOX persister cell fractions
surviving high doses of ciprofloxacin and gentamicin (Supplementary
Fig. 1f–h). These results were surprising as we had previously found
that elevated respiration was associated with enhanced antibiotic
lethality and decreased persistence21,26. Together, these data reveal
that bioenergetic stress enhances both genotypic and pheno-
typic AMR.

Bioenergetic stress induces oxidative DNA damage
To understand how bioenergetic stress alters bacterial physiology, we
sequenced RNA from exponential-phase bioenergetically stressed pF1
and pNOX cells and pEmpty control cells. Importantly, sequencing
analyses revealed increased expression of atpA, atpG, and atpD in only
pF1 and expression of nox in only pNOX cells (Supplementary
Fig. 2a–c). Statistical analyses revealed 72 differentially expressed
genes (DEGs; ≥ 2-fold change, FDR-corrected p ≤0.05) between pF1
and pEmpty cells and 314 DEGs between pNOX and pEmpty cells
(Supplementary Data 3). Consistent with our observation that ATP/
ADP and AEC were decreased in both pF1 and pNOX cells, all DEGs in
pF1 cells were also differentially expressed in pNOX cells. However,
we did not find any significant changes in the expression of DNA
repair, oxidative stress response, or stringent response genes (Sup-
plementary Data 4). This was unexpected because these pathways are
implicated as mechanisms of antimicrobial resistance evolution39 and
persistence6.

Gene Ontology analyses of the 72 DEGs revealed significant
upregulation of genes involved in chemotaxis and flagellar assembly
and downregulation of genes involved in hydrogen sulfidemetabolism
(Supplementary Data 5 and Supplementary Fig. 2d). The decreased
expression of H2S metabolism genes (cys regulon) was surprising
because H2S protects against bactericidal antibiotics56,57. Because
chemotaxis andmotility aremajor sources of ATP consumption58,59, we
hypothesized that deletion of CheY or FlhD, the transcription factors
regulating the expression of chemotaxis or flagellar assembly genes,
could reverse bioenergetic stress-enhanced persistence and thus
increase ciprofloxacin lethality in pF1 and pNOX cells. However, bioe-
nergetic stress-enhanced persistence was not rescued in ΔcheY or
ΔflhD cells (Supplementary Fig. 2e).

Because bioenergetic stress alters bacterial metabolism33–38, we
performed genome-scale metabolic modeling analyses60 to predict
how bioenergetic stress would globally remodel E. coli metabolism
(Supplementary Data 6). We applied our RNA sequencing data as
modeling constraints61,62 to the comprehensive iML1515 genome-scale
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model of E. coli metabolism63 and performed flux balance analysis.
Consistent with the expectation that bioenergetically stressed cells
induce compensatory ATP and NADH production, model simulations
predicted increased ATP synthase activity and NADH production in
both pF1 and pNOX cells over pEmpty cells (Fig. 2a). Notably, model
simulations also predicted increased both oxygen consumption and
hexokinase activity (the first step of glycolysis), indicating enhanced
activity inboth oxidative and substrate-level phosphorylation (Fig. 2b).
Consistent with these model predictions, both pF1 and pNOX cells
possessed increased accumulation of tricarboxylic acid cycle meta-
bolites (Supplementary Data 2) and enhancedOCR and ECAR (Figs. 1d,
e) than pEmpty cells. Interestingly, while the model predicted higher
hexokinase activity in pNOX cells than in pF1 cells (Fig. 2b), we found
that ECAR increased less in pNOX cells than in pF1 cells (Fig. 1e), sug-
gesting that pNOX cells rely less on fermentation than pF1 cells (pos-
sibly because NADH oxidase directly regenerates NAD+). Collectively,
these experimental results validated our model.

Although the expression of the oxidative stress response
regulators oxyR, oxyS, soxR, or soxS did not significantly increase
(Supplementary Data 3 and 4, Supplementary Fig. 3), model
simulations predicted significantly increased H2O2 production,
catalase activity, superoxide production, and superoxide dis-
mutase activity (Fig. 2c). These results suggested that bioenergetic
stress increases ROS production. To test this model prediction, we
used a highly specific and quantitative assay that measures chan-
ges in H2O2 production64. This assay uses horseradish peroxidase
and Amplex UltraRed to quantify extracellular H2O2 accumulation
generated by catalase and peroxidase-deficient ΔahpCF ΔkatG
ΔkatE (ΔHPX). These cells are unable to detoxify H2O2, and H2O2

rapidly equilibrates across the plasma membrane. Thus, nearly all
H2O2 generated by these cells can be assayed by sampling the
extracellular media. We introduced pF1, pNOX, and pEmpty plas-
mids into ΔHPX cells and observed enhanced H2O2 production in
both ΔHPX pF1 and ΔHPX pNOX cells relative to ΔHPX pEmpty
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controls (Fig. 2d). These results were consistent with previous
findings that ATP futile cycling enhances H2O2 production

37.
We examined the expression of oxidative stress response genes

in the RNA sequencing data and found significant changes in only the
expression of the katE catalase gene, which is regulated by RpoS65

and which was increased in only pNOX cells (Supplementary Data 4).
The lack of induction of OxyR or SoxRS was surprising. This sug-
gested that pF1 and pNOX cells did not mount a strong protective
oxidative stress response despite experiencing increased ROS pro-
duction. Thus, we hypothesized that bioenergetically stressed cells
would accumulate oxidative damage to cellular components. To test
this hypothesis, we performed enzyme-linked immunosorbent
assays (ELISAs) for carbonylated proteins and 8-oxo-deoxyguanosine
(8-oxo-dG) and found enhanced oxidative damage to proteins
(Fig. 2e) and DNA (Fig. 2f) in pF1 and pNOX cells over pEmpty cells.
These results are interesting because they show that even in the
absence of exogenous stress, bacteria can experience levels of oxi-
dative stress that are sufficient for cellular damage but not for acti-
vating canonical oxidative stress responses66. Importantly, these
results revealed that bioenergetic stress induces oxidative DNA
damage, which is highly mutagenic67.

Bioenergetic stress accelerates resistance evolution via
enhanced ROS production
Wehypothesized that the enhanced 8-oxo-dG accumulation in pF1 and
pNOX cells was accelerating ciprofloxacin resistance evolution by
increasing their basal mutation rates. To test this hypothesis, we per-
formed Luria-Delbrück fluctuation tests68,69. Surprisingly, basal muta-
tion rates did not differ between pF1, pNOX, and pEmpty cells (Fig. 3a).
This suggested that bioenergetic stress-accelerated resistance evolu-
tion was caused by stress-inducedmutagenesis. To test this secondary
hypothesis, we performed fluctuation tests in media containing 8 ng/
mL ciprofloxacin (~0.67 xMIC).We found that stress-inducedmutation
rates and the relative increase in stress-induced versus non-stress-
inducedmutation rates were significantly higher in pF1 and pNOX cells
than in pEmpty cells (Fig. 3b). Together, these data indicate that
bioenergetic stress enhances stress-induced mutagenesis.

Oxidative stress enhances stress-induced mutagenesis10,15. Thus,
we hypothesized that the physiological changes induced by bioener-
getic stress (i.e., enhanced respiration and ROS production) mechan-
istically accelerated ciprofloxacin resistance evolution. We tested this
hypothesis using both genetic and biochemical approaches. To
genetically manipulate cellular respiration, we used ΔatpA or ΔcyoA

ΔcydB ΔappB (ΔETC) cells, which increase or decrease respiratory
activity, respectively (Fig. 3c and Supplementary Fig. 4a)26,70,71. ΔatpA
cells lack ATP synthase F1 complexes and synthesize ATP via substrate-
level phosphorylation. In these cells, respiration is uncoupled and is
increased to maintain redox balance by dissipating reducing equiva-
lents formed from enhanced carbon catabolism70. Protons may flow
through intactmembrane-bound F0 complexes to dissipate the proton
gradient72. ΔETC cells lack functional cytochrome oxidase complexes
and thus cannot respire. We expected enhanced respiration in ΔatpA
cells to cause enhanced ROS accumulation. To test this hypothesis, we
performed horseradish peroxidase-Amplex UltraRed, protein carbo-
nylation ELISA, and 8-oxo-dG ELISA experiments and found enhanced
H2O2 production, carbonylated proteins, and 8-oxo-dG accumulation
in ΔatpA cells relative to their wild-type controls (Fig. 3d–f and Sup-
plementary Fig. 4b). These data validated ΔatpA as an appropriate
genetic model for enhanced respiration and ROS. To genetically
manipulate ROS, we used ΔHPX cells. Using the same assays as above,
we validated that ΔHPX cells possessed greater ROS production and
oxidative cellular damage than wildtype controls (Fig. 3e, f and Sup-
plementary Fig. 4b).

We performed laboratory evolution experiments with wildtype,
ΔatpA, and ΔETC cells to determine if elevated respiration was suffi-
cient for accelerating ciprofloxacin resistance evolution. We found
that resistance evolution was modestly, but not statistically sig-
nificantly, accelerated in high-respiring ΔatpA cells but not in low-
respiring ΔETC cells (Fig. 3g and Supplementary Fig. 4c). We next
performed laboratory evolution experiments with pF1, pNOX, and
pEmpty cells in the presence of 12.5μM piceatannol to determine if
elevated respiration was necessary for bioenergetic stress-enhanced
resistance evolution. Piceatannol is an ATP synthase inhibitor73 that
decreases cellular respiration in E. coli without inhibiting growth
(Supplementary Fig. 4d–f). ATP synthase inhibition by piceatannol
blocks proton translocation, preventing dissipation of the proton
gradient and impairing electron transport and respiration. We found
that respiratory inhibition by piceatannol treatment inhibited accel-
erated ciprofloxacin resistance acquisition in pF1 and pNOX cells
(Fig. 3h and Supplementary Fig. 4g). These results suggest that
increased respiration is a key component of bioenergetic stress-
enhanced resistance evolution.

We next performed laboratory evolution experiments with wild-
type and ΔHPX cells to determine if elevated ROS was sufficient for
accelerating ciprofloxacin resistance evolution. Consistent with our
hypothesis, ciprofloxacin resistance evolution was modestly, but not

Fig. 1 | Bioenergetic stress potentiates antimicrobial resistance evolution and
persistence. a Energetic metabolite profiles for untreated (UT) and ciprofloxacin
treated (CIP) E. coliMG1655 cells as determined by LC-MS/MS. Exponential phase
cells weregrown inMOPSminimalmedia and treatedwith ± 16 ng/mL ciprofloxacin
for 1 h (n = 6). (p =0.0066 for [ATP], 0.0335 for ATP/ADP, 0.0186 for adenylate
energy charge [AEC], 0.0074 for [NADH], and 0.0807 for NADH/NAD+ by two-sided
unpaired t-tests). b Energetic metabolite profiles for pEmpty, pF1, and pNOX cells
grown in MOPS-rich media as determined by LC-MS/MS or Promega NAD/NADH-
Glo (n = 4). Statistical testing by one-way ANOVA with Dunnett’s multiple com-
parisons test versus pEmpty for [ATP] (p =0.0035; pF1 p =0.0088, pNOX
p =0.0030), ATP/ADP (p =0.0014; pF1 p =0.0008, pNOX p =0.0318), AEC
(p =0.0055; pF1 p =0.0037, pNOX p =0.0227), [NADH] (p <0.0001; pF1 p =0.0012,
pNOXp <0.0001), andNADH/NAD+ (p <0.0001; pF1p =0.0007, pNOXp <0.0001).
cGrowth curves for pEmpty, pF1, and pNOXcells grown inMOPS-richmedia (n = 4).
d Exponential phase oxygen consumption rates (OCR) as a reporter of respiratory
activity (n = 7 for pEmpty and pF1; n = 8 for pNOX). Statistical testing by one-way
ANOVA (p =0.0011) with Dunnett’s multiple comparisons test versus pEmpty (pF1
p =0.0008, pNOX p =0.0068). e Exponential phase extracellular acidification rates
(ECAR) as a reporter of glycolytic activity (n = 7 for pEmpty andpF1;n = 8 for pNOX).
Statistical testing by one-way ANOVA (p =0.0097) with Dunnett’s multiple com-
parisons test versus pEmpty (pF1 p =0.0050, pNOX p =0.1621). f Growth of

OD600 = 0.0001 exponential phase cells in the presence of ciprofloxacin (n = 4).
g Ciprofloxacin resistance evolution for pEmpty, pF1, and pNOX cells over 8 cycles
of serial-passage (n = 12). Data reported as change in the minimum concentration
for 50% growth inhibition (MIC50) relative to Cycle 1. Statistical testing by two-way
ANOVA (p =0.0150) with Dunnett’s multiple comparisons test versus pEmpty
(Cycle 1: not determined; Cycle 2: pF1 p =0.1097, pNOX p =0.0490; Cycle 3: pF1
p =0.0448, pNOX p =0.3654; Cycle 4: pF1 p =0.0170, pNOX p =0.1550; Cycle 5: pF1
p =0.0012, pNOX p =0.1447; Cycle 6: pF1 p =0.0014, pNOX p =0.0817; Cycle 7: pF1
p =0.0099, pNOX p =0.2457; Cycle 8: pF1 p =0.0429, pNOX p =0.4146).
h Ciprofloxacin lethality following treatment with 18 ng/mL ciprofloxacin (n = 4).
Data reported as change in colony-forming units (CFUs) relative to time 0. Data
depicted as mean ± 95% CI. Statistical testing by two-way ANOVA (p <0.0001) with
Dunnett’s multiple comparisons test versus pEmpty (0h: pF1 p =0.9986, pNOX
p = 0.9722; 1 h: pF1 p =0.7873, pNOX p =0.1278; 2 h: pF1 p =0.0007, pNOX
p =0.0021; 3 h: pF1 p <0.0001, pNOX p =0.0004; 4 h: pF1 p =0.0002, pNOX
p =0.0014). All experiments performed in MOPS-rich media unless otherwise
indicated. All data represent biological replicates (independent cultures) and are
depicted as mean ± SEM unless otherwise indicated. *p ≤0.05, **p ≤0.01,
***p ≤0.001, ****p ≤0.0001. p ≥0.1 not shown. Source data are provided within the
‘Source Data.xlsx’ file.
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statistically significantly, accelerated inΔHPXcells relative towild-type
controls (Fig. 3i and Supplementary Fig. 4c). To determine if elevated
ROS was necessary for bioenergetic stress-enhanced resistance evo-
lution, we performed similar experiments in pF1, pNOX, and pEmpty
cells in the presence or absence of 15 U/mL catalase. We found that
ROS detoxification by catalase prevented accelerated ciprofloxacin
resistance acquisition in pF1 and pNOX cells (Fig. 3j and Supplemen-
tary Fig. 4h).

Together, these results reveal that the increased respiration and
ROS accumulation induced by bioenergetic stress causally accelerates
antimicrobial resistance evolution.

Bioenergetic stress-enhanced persistence requires the stringent
response
We next sought to understand how bioenergetic stress potentiates
antimicrobial persistence. Todetermine if persistence, like accelerated
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pNOX p <0.0001). e Carbonylated proteins in exponential phase pEmpty, pF1,
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(p =0.0013) with Dunnett’s multiple comparisons test versus pEmpty. Fold-change
in ciprofloxacin-treated mutation rates relative to mutation rates from untreated
cells (right). Statistical testing by one-way ANOVA (p <0.0001) with Dunnett’s
multiple comparisons test versus pEmpty (pF1 p =0.0104, pNOX p <0.0001).
c Exponential phase oxygenconsumption rates (OCR) forwildtypeMG1655 (n = 12),
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comparisons test versusMG1655.d IntegratedH2O2 forΔHPXandΔHPXΔatpA cells
at mid-exponential phase (OD600 ≈0.5) (p =0.0286 by two-sided Mann-Whitney
test). e Carbonylated proteins in exponential phase MG1655, ΔatpA (p <0.0001),
andΔHPX (p <0.0001) cells. Statistical testingbyone-wayANOVA (p <0.0001)with

Dunnett’s multiple comparisons test versusMG1655. fOxidized deoxyguanosine in
exponential phase MG1655, ΔatpA (p =0.0002), and ΔHPX (p =0.0001) cells. Sta-
tistical testing by Welch’s ANOVA (p <0.0001) with Dunnett’s T3 multiple com-
parisons test versus MG1655. g Ciprofloxacin resistance evolution for MG1655,
ΔatpA, and ΔETC cells. h Ciprofloxacin resistance evolution for pEmpty, pF1, and
pNOX cells in the presence (left) or absence (right) of 12.5 µM respiratory inhibitor
piceatannol (PA). Data on untreated cells are replicated from Fig. 1 for comparison.
i Ciprofloxacin resistance evolution for MG1655 and ΔHPX cells. j Ciprofloxacin
resistance evolution for pEmpty, pF1, and pNOX cells in the presence (left) or
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fromFig. 1 for comparison. Data reported as change in theminimum concentration
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experiments. All experiments performed in MOPS-rich media. n = 4 for all experi-
ments unless otherwise indicated. All data represent biological replicates (inde-
pendent cultures) and are depicted as mean ± SEM unless otherwise indicated.
*p ≤0.05, **p ≤0.01, ***p ≤0.001, ****p ≤0.0001. p ≥0.1 not shown. Source data are
provided within the ‘Source Data.xlsx’ file.
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resistance, was caused by increased respiration and ROS, we per-
formed time-kill experiments in the presence or absence of supple-
mented piceatannol or catalase. Similar to low-respiring ΔETC cells
(Fig. 4a), respiratory inhibition by piceatannol inhibited ciprofloxacin
lethality (Fig. 4b and Supplementary Fig. 5a)26. ROS detoxification by
catalase did not prevent the increased persistence observed in pF1 or
pNOX cells (Fig. 4c), with persistence levels similar to untreated con-
ditions (Supplementary Fig. 5b). These results indicated that bioener-
getic stress-enhanced resistance and persistence were caused by
different mechanisms.

Persister cell formation frequently involves activation of the (p)
ppGpp-mediated stringent response. This general stress response
responds to and protects against diverse stressors by inducing growth
inhibition and metabolic dormancy74. Stringent response activation
involves the synthesis of the alarmone (p)ppGpp by the pyropho-
sphokinase RelA and the bifunctional (p)ppGpp synthetase/hydrolase
SpoT. (p)ppGpp binds and activates the transcription factor DksA,
inducing several pleiotropic effects, including activation of the general
stress response sigma factor RpoS. To determine if bioenergetic stress
potentiates persistence by enhancing stringent response activity, we
performed time-kill experiments in ΔrelA ΔspoT (Fig. 4d) and ΔrpoS
(Fig. 4e) cells expressing pF1, pNOX, or pEmpty. These experiments
revealed no differences in persistence between pEmpty and pF1 or
pNOX cells, mechanistically implicating the involvement of the strin-
gent response in bioenergetic stress-enhanced persistence.

Persister cell formation can be either environmentally triggered
or pre-existing in a population (spontaneously formed during expo-
nential growth)7,75. To determine whether bioenergetic stress
enhanced persistence by increasing the fraction of pre-existing pers-
ister cells, we performed fluorometric assays for stringent response
activity in pF1, pNOX, and pEmpty cells. First, we assayed intracellular
(p)ppGpp accumulation by fluorescence microscopy using the

genetically encoded S2 (p)ppGpp fluorescent biosensor76. S2 is an
RNA-based biosensor that is comprised of a (p)ppGpp-specific apta-
mer and an inactive fluorogenic aptamer (Brocolli77). Upon (p)ppGpp
binding, Broccoli is activated and fluoresces in the presence of its
cognate dye DFHBI-1T. We transformed S2-expressing cells with the
pF1, pNOX, and pEmpty plasmids and verified that S2 fluorescencewas
higher in stationary phase pEmpty cells than in exponential phase cells
(Supplementary Fig. 6a). We imaged exponential phase S2 pF1 and S2
pNOX cells (>300 cells per strain) and did not find enhanced fluores-
cence in pF1 or pNOX cells relative to pEmpty cells (Supplementary
Fig. 6b). These suggested that bioenergetic stress alone did not
enhance basal intracellular (p)ppGpp accumulation.

Our initial time-kill experiments suggested that persister cells
only comprised 0.1-1% of the total population of exponential
phase cells in our system (Fig. 1h). Thus, it was possible that our
fluorescence microscopy experiments lacked statistical sensitivity to
detect changes in the abundance of persister cells. We therefore per-
formed flow cytometry analyses using strains possessing the chro-
mosomally integrated stringent response reporters RpoS::mCherry78

or rmfp::mCherry11 that were expressing the pF1, pNOX, or pEmpty
plasmids (>90,000 cells per strain). We found that during exponential
phase, the fraction of mCherry-positive pF1 or pNOX cells did not
exceed the fraction of mCherry-positive pEmpty cells for either
reporter (Supplementary Fig. 6c, d). These corroborate our S2
microscopy experiments. Interestingly, the fraction of mCherry-
positive pF1 and pNOX cells was significantly higher than the fraction
of mCherry-positive pEmpty cells during the stationary phase (Sup-
plementary Fig. 6e, f). These supported our observations that pF1 and
pNOX cells possessed longer lag phases than pEmpty cells (Fig. 1d).
Together, these data reveal that bioenergetic stress alone does not
enhance persistence by increasing the fraction of pre-existing persis-
ter cells.
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Fig. 4 | Bioenergetic stress potentiates persistence via the stringent response.
a Ciprofloxacin lethality in wildtype MG1655 and ΔETC cells following treatment
with 16 ng/mL ciprofloxacin. b Ciprofloxacin lethality in pEmpty, pF1, and pNOX
cells following treatment with 18 ng/mL ciprofloxacin and 12.5 µMpiceatannol (PA).
c Ciprofloxacin lethality in pEmpty, pF1, and pNOX cells following treatment with
18 ng/mLciprofloxacin and 15 µ/mL catalase (CAT).dCiprofloxacin lethality inΔrelA
ΔspoT cells expressing pEmpty, pF1, or pNOX following treatment with 18 ng/mL.
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Bioenergetic stress is needed for enhanced persistence in highly
respiring cells
Our findings that persistence is increased in high-respiring pF1 and
pNOX cells seemingly contradicted our previous findings that
increased respiration enhances antibiotic killing26. Like bioenergeti-
cally stressed pF1 and pNOX cells, high-respiring ΔatpA cells exhibited
fitness defects, increased respiration, increased glycolytic activity, and
increased ROS accumulation (Fig. 3c–f and Supplementary
Figs. 4a and 7a, b). However, ΔatpA cells possessed faster lethality and
lower persistence thanwild-type cells (Fig. 5a). Due to thesemetabolic
similarities, we hypothesized that ΔatpA cells would also be bioe-
nergetically stressed. To test this hypothesis, wemetabolically profiled
ΔatpA cells by LC-MS/MS and surprisingly did not observe decreased
ATP/ADP or NADH/NAD+ relative to wildtype cells (Fig. 5b, Supple-
mentary Fig. 7c, d, and Supplementary Data 7). However, like pF1 and
pNOX cells, we observed increased accumulation of central carbon
metabolites (acetyl-CoA, citrate, fumarate, succinate, pyruvate). These

indicated that ΔatpA cells were not bioenergetically stressed. Thus,
this provided uswith a geneticmodel that decoupled the physiological
effects of bioenergetic stress from the metabolic effects of bioener-
getic stress.

We hypothesized that bioenergetic stress was specifically
required for enhanced persistence in highly respiring cells. To test this
hypothesis, we developed an assay to manipulate bioenergetic stress
by rapidly switching cells between rich and minimal media at the
moment of antibiotic treatment (Fig. 5c). The rationale for this assay is
as follows. In non-stressed cells (homeostatic conditions), energetic
equilibrium is established by matching ATP production to ATP
consumption79,80. Because ATP-consuming anabolic processes
(necessarily) correlate with growth rate, ATP consumption and pro-
duction are higher during growth in rich media than in minimal
media81. Therefore, we expect a rapid switch from rich to minimal
media to induce bioenergetic stress by causing ATP consumption to
acutely exceed ATP production. Similarly, we expect a rapid switch
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Fig. 5 | Bioenergetic stress is needed for enhanced persistence in highly
respiring cells. a Ciprofloxacin lethality in wildtype MG1655 and ΔatpA cells fol-
lowing treatment with 16 ng/mL ciprofloxacin in MOPS-rich media. b Energetic
ratios for exponential phase MG1655 and ΔatpA cells grown in MOPS minimal
media (n = 3 independent cultures, biological replicates) (p =0.3182 for ATP/ADP
and 0.0097 for NADH/NAD+ by two-sided unpaired t test). c Schematic for bioe-
nergetic stress manipulation by media switching. Cells were bioenergetically pre-
conditioned by growth to the exponential phase in MOPS-rich or minimal media.
Exponential phase cells were washed twice in the target working media (rich or
minimal media) and then resuspended in rich or minimal media containing cipro-
floxacin. Cultures were sampled hourly and plated for CFU enumeration after
media switching. Bioenergetic stress is induced by resuspending cells precondi-
tioned in rich media into minimal media. Bioenergetic stress is rescued by

resuspending cells preconditioned in minimal media into rich media.
d Ciprofloxacin lethality in ΔatpA cells grown and treated with 16 ng/mL cipro-
floxacin in rich media, minimal media, or following a switch from rich media to
minimal media. Bioenergetic stress induction enhances persistence in ΔatpA cells.
e Ciprofloxacin lethality in pF1 or pNOX cells grown and treated with 18 ng/mL
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bioenergetic stress decreases persistence in pF1 and pNOX cells. Data reported as
change in colony-forming units (CFUs) relative to time 0 for all time-kill experi-
ments. n = 4 for all experiments unless otherwise indicated. Data represent biolo-
gical replicates (independent cultures) and are depicted as mean ± 95% CI for all
time-kill experiments. ns >0.05, **p ≤0.01. Source data are provided within the
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fromminimal to richmedia to alleviate (rescue) bioenergetic stress by
causing ATP production to acutely exceed ATP consumption. We
hypothesize that imbalances between ATP consumption versus pro-
duction are created by the lag in proteome remodeling following a
sudden shift in anabolic demand, analogous to the lag phase observed
during diauxic growth82.

We performed time-kill experiments in ΔatpA cells, where
exponential-phase cells grown in rich media were rapidly switched to
minimal media containing ciprofloxacin. We found that bioenergeti-
cally stressed ΔatpA cells were significantly protected from cipro-
floxacin (Fig. 5d). This suggested that the onset of bioenergetic stress
during antibiotic treatment was sufficient for causing increased per-
sistence. Importantly, this protection exceeded the level of lethality
observed in ΔatpA cells only grown and treated in minimal media,
where ATP consumption and production are both expected to be low.
Thus, this protection was not only explained by slower killing in a
poorer nutrient environment.

We next sought to determine if bioenergetic stress was necessary
for the enhanced persistence in pF1 and pNOX cells. We performed
time-kill experiments in pF1 and pNOX cells, where exponential phase
cells grown in minimal media were rapidly switched to rich media
containing ciprofloxacin. We found that bioenergetically rescued cells
were sensitized to ciprofloxacin lethality (Fig. 5e) to levels like pEmpty
cells grown and treated in rich media (Fig. 1h). Importantly, this
potentiated lethality exceeded the level of lethality observed inpF1 and
pNOX cells grown and treated in rich media where ATP consumption
and production are both expected to be high. Conversely, pF1 and
pNOX cells grown in rich media and treated in minimal media exhib-
ited less killing than cells grown and treated in either rich or minimal
media alone (Fig. 5e). Because pF1, pNOX, andΔatpA cells convergently
exhibit metabolic enhancements to respiration and ROS production,
but exhibit opposite effects persistence phenotypes relative to their
respective controls, and because ΔatpA cells do not experience bioe-
nergetic stress (Fig. 5b), these results revealed that the physiological
consequences of bioenergetic stress are a stronger determinant of
antibiotic lethality and persistence than their metabolic con-
sequences alone.

Bioenergetic stress accelerates resistance evolution via “gam-
bler cell” formation and transcription-coupled repair
We next sought to understand the DNA repair mechanisms underlying
bioenergetic stress-enhanced resistance evolution. Two mechanisms
were recently proposed for ROS-enhanced ciprofloxacin resistance
evolution. Rosenberg et al. proposed that ROS potentiate resistance
evolution by enabling the formation of a subpopulation of hyper-
mutagenic “gambler cells”10,11. In this model, ciprofloxacin- and ROS-
induced83 double-strand DNA breaks activate the SOS response. This
initiates a cascade of events involving enhanced ROS accumulation,
stringent response activation, and the formation of a rpoS-high sub-
population of cells with upregulated expression of low-fidelity trans-
lesion DNA polymerases (Pols IV, V, and II). Mutations are introduced
by these low-fidelity polymerases during mutagenic break repair84.
Merrikh et al. proposed that ROS potentiate resistance evolution via
transcription-coupled repair15,16. In this model, oxidative DNA lesions
induce the accumulation of stalledRNApolymerases,which recruit the
DNA translocase Mfd to initiate mutagenic nucleotide excision repair
via the UvrABC complex. Mutations are spontaneously formed by
uncorrected errors in DNA synthesis introduced by Pol I85.

To test the involvement of gambler cells, we performed resistance
evolution experiments in ΔrelA ΔspoT (stringent response-deficient),
ΔdinB (Pol IV-deficient), and ΔumuD (Pol V-deficient) cells expressing
pF1, pNOX, or pEmpty. We did not detect statistically significant dif-
ferences in resistance evolution between pEmpty and pF1 or pNOX
cells in any of these genetic backgrounds (Fig. 6a–c and Supplemen-
tary Fig. 8a–d). However, resistance evolution in ΔrelA ΔspoT cells

appeared modestly accelerated relative to wildtype cells and resis-
tance evolution in ΔrelA ΔspoT pNOX cells appeared modestly accel-
erated relative to pEmpty cells for reasons unclear. Interestingly, there
did not seem to be an effect on resistance evolution betweenwild-type
pEmpty cells and ΔdinB or ΔumuD cells, suggesting that these DNA
repair mechanisms act to enhance bioenergetic stress-induced evolu-
tion and not basal evolution. Because ΔrelA ΔspoT cells are unable to
induce the stringent response, they cannot form a hyper-mutagenic
subpopulation11. Together, these results support the hypothesis that
bioenergetic stress accelerates resistance evolution by potentiating
gambler cell formation.

To test the involvement of transcription-coupled repair, we per-
formed ciprofloxacin resistance evolution experiments in Δmfd cells
expressing pF1, pNOX, or pEmpty. We also did not find statistically
significant differences in resistance evolution between these cells
(Fig. 6e and Supplementary Fig. 8e). Moreover, our RNA sequencing
data revealed modestly increased uvrB expression in pF1 and pNOX
cells over pEmpty cells and modestly increased mfd expression in
pNOXcells over pEmpty cells (Fig. 6f and SupplementaryData 5). Thus,
these results also support the hypothesis that bioenergetic stress
accelerates resistance evolution via transcription-coupled repair.

Discussion
Our findings here reveal several unexpected and important insights
into how intrinsic bioenergetic stress impacts antimicrobial resistance,
persistence, and bacterial physiology (Fig. 7). Despite commonly held
notions that protection from antimicrobial stress involves metabolic
dormancy5,8,40–45, our data demonstrate that metabolic quiescence is
not required for persistence. Thus, our data enrich existing paradigms
that associate hyper-metabolic activity and ROS with antibiotic
lethality13,14,26,27,46,47,83,86,87; we discovered that populations with high
metabolic activity and ROS production can unexpectedly become
enriched for persister cells. Our data suggest that the bioenergetic
balance between ATP consumption versus production (indexed by the
ATP/ADP ratio or AEC) is a key metabolic determinant of persister cell
formation, even in hypermetabolic cells.

Our data seemingly contradict findings in another study that
proposed that ATP depletion itself does not cause persistence88,89. In
that study, the authors observed enhanced persistence in Salmonella
cells expressing an IPTG-inducible atpAGD plasmid and speculated
that the enhanced persistence was caused by slow growth. However,
our pF1 cells exhibited enhanced persistence without significant
growth rate defects (Fig. 1b). Moreover, we observed enhanced killing
in ΔatpA cells, which exhibited slow growth (Supplementary Fig. 7a).
The authors also showed that the bacteriostatic protein translation
inhibitor chloramphenicol significantly increased intracellular ATP
while inhibiting ciprofloxacin lethality. Thus, the authors concluded
that persistence is determined by defective growth rates/processes
and not ATP availability. Their findings are consistent with our pre-
vious work23, but we posit that chloramphenicol’s inhibition of fluor-
oquinolone lethality is not caused by growth arrest. Our previous work
revealed that chloramphenicol interrupts fluoroquinolone lethality by
attenuating cellular respiration at time points when growth is ill-
defined23. Moreover, others showed that chloramphenicol can inhibit
fluoroquinolone lethality by preventing the release of broken DNA
from gyrase90. In addition, our media-switching experiments here
reveal that persistence is not fully determined by pre- or post-
treatment conditions associated with high or low growth rates (in rich
versus minimal media) (Fig. 5).

Instead, we propose a model in which antibiotic lethality and
persistence are determined by the relative rates of ATP consumption
versus production instead of only the concentration of intracellular
ATP. Our model predicts that antibiotic lethality is higher when equi-
librated ATP consumption and production rates are both high (e.g.,
during exponential growth) than when these rates are both low (e.g.,
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during the stationary phase). Our model also predicts that if ATP
consumption significantly increases before ATP production can
increase to meet demand, and/or if ATP production rapidly decreases
(e.g., under nutrient starvation28), bioenergetic stress increases and

antibiotic lethality decreases via the stringent response (Fig. 5d).
Conversely, if ATP consumption rapidly decreases, and/or if ATP pro-
duction rapidly increases (e.g., by directly stimulating oxidative
phosphorylation87), bioenergetic stress decreases and antibiotic leth-
ality increases (Fig. 5e). This model is supported by observations that
diauxic shifts stimulate persister cell formation91, as a diauxic shift is
expected to rapidly decrease ATP production before the proteome can
remodel. This model also predicts that bacteriostatic antibiotics will
antagonize bactericidal antibiotics92, as bacteriostatic antibiotics
decrease both ATP consumption and ATP production26. Because anti-
biotic treatment itself induces bioenergetic stress (Fig. 1a), our model
predicts a zone of antibiotic efficacy for bactericidal antibiotics: at
moderate antibiotic treatment concentrations, enhanced ATP con-
sumption induces compensatory hypermetabolic ATP production that
enhances lethality24,25; while at very high antibiotic concentrations, our
model predicts that ATP production is unable to meet the enhanced
demand for ATP and lethality is decreased as a consequence of the
increased bioenergetic stress. This prediction is consistent with the
Eagle effect, in which antibiotic lethality is paradoxically decreased at
high antibiotic treatment concentrations for some antibiotics in many
microorganisms93–95. However, this may not be universal to all bacter-
icidal antibiotics or all bacteria and remains to be directly investigated.
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Fig. 6 | Bioenergetic stress accelerates resistance evolution via “gambler cell”
formation and transcription-coupled repair. a Ciprofloxacin resistance evolu-
tion for wildtype MG1655 cells expressing pEmpty, pF1, or pNOX. These data are
replicated from Fig. 1 to facilitate comparisons. b Ciprofloxacin resistance evolu-
tion for ΔrelA ΔspoT cells expressing pEmpty, pF1, or pNOX. c Ciprofloxacin resis-
tance evolution for ΔdinB cells expressing pEmpty, pF1, or pNOX. d Ciprofloxacin
resistance evolution for ΔumuD cells expressing pEmpty, pF1, or pNOX.
e Ciprofloxacin resistance evolution for Δmfd cells expressing pEmpty, pF1, or
pNOX. Data reported as change in the minimum concentration for 50% growth
inhibition (MIC50) relative to Cycle 1 for all resistance evolution experiments. fuvrA

(left) andmfd (right) expression for exponential phasepEmpty, pF1, andpNOX cells.
Data depicted as quantile-normalized log2-transformed transcripts per million
counts asmeasured by RNA-sequencing. Statistical testing by one-way ANOVAwith
Dunnett’s multiple comparisons test versus pEmpty for uvrA (p =0.0002; pF1
p =0.0001, pNOX p =0.0014) and mfd (p =0.0027; pF1 p =0.5940, pNOX
p =0.0082). All experiments performed in MOPS-rich media. n = 4 for all experi-
ments. All data represent biological replicates (independent cultures) and are
depicted as mean ± SEM. **p ≤0.01, ***p ≤0.001. Non-significant comparisons not
shown. Source data are provided within the ‘Source Data.xlsx’ file.

Fig. 7 | Antibiotic-induced bioenergetic stress potentiates antimicrobial resis-
tance and persistence. Antibiotic treatment induces bioenergetic stress by
increasing ATP consumption21,23. Bioenergetic stress increases cellular respiration
and ROS production. Increased ROS accelerates resistance evolution bymutagenic
break repair and transcription-coupled repair. Bioenergetic stress potentiates
antimicrobial persistence via the stringent response. Stringent response activation
enables resistance evolution by mutagenic break repair.
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Our work here implicates the stringent response in bioenergetic
stress-enhanced persistence (Figs. 4d, e). Importantly, our model does
not exclude mechanisms of bioenergetic stress-enhanced persistence,
such as decreased antibiotic target activity42 or altered drug transport96.
These might be expected to be downstream of stringent response
activation. However, the molecular details for how cells sense bioe-
nergetic stress and induce the stringent response are unclear. The (p)
ppGpp synthetases RelA and SpoT are specifically activated only by
uncharged tRNAs or acyl carrier proteins, respectively74. Protein
synthesis is the most ATP-consuming process in bacterial cell
replication81, for which tRNA charging is the only step that directly
consumes ATP. Thus, it is possible that charged tRNAs are depleted
under bioenergetic stress, thus activating RelA. Alternatively, our RNA
sequencing data revealed that acyl carrier protein (acpP) gene expres-
sion decreased ~ 15–20% in both pF1 and pNOX cells relative to pEmpty
cells (Supplementary Data 3). Moreover, our metabolic modeling ana-
lyses predicted that the activities of several fatty acid and cell wall
synthesis reactions are decreased in both pF1 and pNOX cells. Thus, it is
also possible that acyl carrier proteins are depleted under bioenergetic
stress, thus activating SpoT. Both these hypotheses remain untested.

In this work, we show that intrinsic bioenergetic stress can itself
potentiate mutagenesis. Our work reveals that imbalanced ATP con-
sumption and production enhance mutagenesis by stimulating bac-
terial metabolism and ROS production. Importantly, this potentiation
only occurs for stress-inducedmutagenesis andnot basalmutagenesis.
While ROS-induced mutagenesis is well-studied39, several questions
remain on the molecular events linking bioenergetic stress to
increased mutation rates. Our data suggest both mutagenic break
repair10,11 and transcription-coupled repair15,16 are involved in bioener-
getic stress-enhanced resistance evolution. Our findings that bioe-
nergetic stress-potentiated ciprofloxacin resistance evolution is
curbed in ΔrelA ΔspoT cells is consistent with findings by others that
the stringent response is involved in antimicrobial resistance
evolution97–102. Thus, our data also support the hypothesis that anti-
biotic persistence facilitates resistance evolution9,12 by providing a
reservoir of hyper-mutagenic “gambler cells”11. However, other muta-
genic DNA repairmechanisms arepossibly involved. Suchmechanisms
include base-excision repair103 andmismatch repair104 pathways, which
participate in ROS-induced mutagenesis. Understanding these mole-
cular mechanisms will enable the exciting development of anti-
evolution drug adjuvants that can prevent or curb the expansion of
drug-resistant infections16–20,105.

Our findings have important implications for the therapeutic
management of bacterial infections. Our results suggest that anti-
microbial treatment enhances persister cell formation via bioenergetic
stress-mediated induction of the stringent response. This enriches our
understanding of why antibiotic cross-resistance is prevalent for many
classes of antimicrobial agents106–108 and disinfectants109,110 for diverse
pathogens, although other mechanisms may be relevant as well.
Moreover, many stresses associated with bacterial biofilms or innate
immune cell phagolysosomes can induce bioenergetic stress, includ-
ing hypoxia30, oxidative stress31, and acid stress32. This notion com-
plements our previous findings that the actions of antibiotics on host
cells present at the site of infection can augment antibiotic efficacy111.
Thus, our data suggest that the host environment of infectionmay also
play a key role in driving antimicrobial resistance and persistence112.
This is particularly relevant for diseases such as tuberculosis, where
resistance is only acquired by de novo mutations3, and the innate
immune response to infection induces hypoxic granuloma formation
andphagocytic internalization ofMycobacterium tuberculosis cells113,114.
However, we performed this study in an E. coli laboratory strain, and it
remains to be investigated how generalizable our findings will be to
other bacteria.

Finally, our findings have several implications for research
domains beyond antimicrobial resistance and infectious disease. For

example, the bioenergetic stress created by heterologous gene and
protein expression limits productive yield in metabolic engineering
applications33 and gene circuit failure in synthetic biology
applications115,116. Mechanistically understanding the physiological
responses to bioenergetic stress canenable interventions that increase
ATP production, decrease ATP consumption, and/or inhibit the
adverse consequences of bioenergetic stress to enhance the produc-
tive yield of bioreactors117 and the genetic stability of synthetic gene
circuits118. Indeed, because bioenergetic metabolites such as ATP and
NADH are universally essential cofactors across the tree of life54, much
is to be explored in understanding the mechanisms and physiological
consequences of bioenergetic stress.

Methods
Bacterial strains, media, growth conditions, and chemical
reagents
All experiments were performed in Escherichia coli. Strains used in this
study were wildtype MG1655, MG1655 ΔcheY, MG1655 ΔflhD, MG1655
ΔahpCF ΔkatE ΔkatG (ΔHPX), MG1655 ΔatpA, ΔHPX ΔatpA, MG1655
ΔcyoA ΔcydB ΔappB (ΔETC), MG1655 ΔdinB, MG1655 Δmfd, MG1655
ΔumuD MG1655 ΔrelA ΔspoT::kanR, MG1655 ΔrpoS, and pET-28c-S2
expressing BL21(DE3) strains expressing pEmpty, pF1, or pNOX. Details
on strains used in this study are provided in Supplementary Data 8.

Unless otherwise specified, cells were cultured in MOPS EZ rich
definedmedia (#M2105 Teknova;Hollister, CA). For cloning, cells were
cultured in Luria-Bertani (LB) broth (#244620 Becton Dickinson;
Franklin Lakes,NJ). Formetabolomics experiments, cellswere cultured
in MOPS EZ minimal media (#M2106 Teknova). Cells were grown at
37 °C in baffled flasks or 14mL test tubes with 300 rpm shaking, in
round-bottom 96-well plates with 900 rpm shaking, or in an Infinite M
Plex plate reader (Tecan; Mannedorf, Switzerland) with 900 rpm
shaking.

All antibiotics and chemical reagents were purchased fromSigma-
Aldrich (St. Louis, MO) unless otherwise specified. Uniformly labeled
13C glucose was purchased from Cambridge Isotope Laboratories
(#CLM-1396, Tewksbury,MA). Strainswith antibiotic selectionmarkers
were grown in media containing 30μg/mL chloramphenicol, 100μg/
mL ampicillin, or 50μg/mL kanamycin. All experiments were per-
formed with n ≥ 3 from independent overnight cultures starting from
single colonies on LB agar plates (#244520 Becton Dickinson).

Gene knockout strain construction
MG1655 ΔatpA, ΔcheY, ΔdinB, ΔflhD, Δmfd, ΔumuD, and ΔrpoS strains
were constructedby P1 phage transductionusing theKeio collection119,
as described previously21. Briefly, overnight cultures of E. coli BW25113
kanR cells grown in LB media were inoculated 1:100 into fresh media
supplemented with 0.2% glucose and 5mMCaCl2 and allowed to grow
for 1 h before P1 phage was added. After 2 h of incubation, phage
lysates were passed through a 0.22 μm filter to remove the remaining
bacteria. An overnight culture of MG1655 was pelleted by centrifuga-
tion at 4200 x g for 10min and resuspended in a 10mM MgCl2 and
5mMCaCl2 salt solution, then incubatedwith the phage lysate at 37 °C
for 30min. LB containing 5mMsodium citrate was added to each tube
and incubated at 37 °C for an additional 60min in a 300 rpm shaking
incubator. Cells were pelleted by centrifugation at 6000 x g for 2min,
resuspended in fresh media containing 5mM sodium citrate, and then
plated on kanamycin-selective LB agar plates containing 5mM sodium
citrate. After 24h of incubation, colonies were selected from each
plate, and their kanamycin-resistance cassettes were cured by trans-
forming the pCP20 plasmid120 via electroporation, inducing recombi-
nation by overnight growth at 42 °C, and then screening resulting
colonies for genomic recombination and plasmid loss on kanamycin-
and ampicillin-selective LB agar plates. ΔHPX was constructed by
curing the kanamycin-resistance cassette from MG1655 ΔahpCF
ΔkatE::kanR ΔkatG by pCP20 as described above. ΔHPX ΔatpA was
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constructed by P1 phage transduction of ΔatpA::kanR into ΔHPX and
curing the kanamycin-resistance cassette as described above.

Plasmid generation
The plasmid backbone shared by pEmpty, pF1, and pNOX consists of a
p15 origin of replication, chloramphenicol resistance, and a con-
stitutive synthetic promoter derived from pAB191:lacZ121. pEmpty was
generated by PCR amplification and restriction cloning of the plasmid
backbone without the lacZ gene insert. pF1 was generated by PCR
amplification of atpAGD from E. coliMG1655, PCR amplification of the
synthetic promoter from pCP41::atpAGD plasmid35,36, and by restric-
tion cloning of these fragments into pEmpty. pNOX was generated by
PCR amplification of the fragment containing the synthetic promoter
and Streptococcus pneumoniae NADH oxidase from the pAC06::nox
plasmid36 and by restriction cloning into pEmpty. All constructs were
fully sequenced for validation. Plasmid maps are available on request.

Metabolomic characterization
Intracellular metabolites from ciprofloxacin-treated or untreated E.
coli cells were extracted and quantified on an AB SCIEX Qtrap 5500
mass spectrometer (AB SCIEX; Framingham, MA) with a Prominence
UFLC XR HPLC (Shimadzu; Columbia, MD) using an ACQUITY UPLC
HSS T3 Column (100Å, 1.8 µm, 2.1mmX30mm) (Waters;Milford,MA)
as described previously48,122. Solvent A was comprised of 10mM tri-
butylamine, 10mM acetic acid (pH 6.86), 5% methanol, and 2%
2-propanol. 2-propanol was used for Solvent B.

Intracellular metabolites from untreated pEmpty, pF1, and pNOX
cells were extracted and quantified on an Orbitrap IQ-X Tribid mass
spectrometer with a coupled Vanquish Horizon UHPLC system
(Thermo Scientific; Waltham, MA) using an XBridge BEH Amide col-
umn (2.5 µm, 2.1mmX 150mm) (Waters; Milford, MA) as described
previously123. Solvent A was comprised of 95:5 H2O:acetonitrile with
20mM acetic acid, 40mM ammonium hydroxide, pH 9.4. Solvent B
was comprised of 20:80 H2O:acetonitrile with 20mM acetic acid,
40mM ammonium hydroxide, pH 9.4.

Intracellular metabolites from untreated MG1655 and ΔatpA cells
were extracted and quantified on an Orbitrap Q Exactive mass spec-
trometer with a coupled Vanquish UHPLC system (Thermo Scientific)
using an XBridge BEH Amide column as described previously123. Sol-
vent A was comprised of 95:5 H2O:acetonitrile with 20mM acetic acid,
40mM ammonium hydroxide, pH 9.4. Solvent B was comprised of
20:80 H2O:acetonitrile with 20mM acetic acid, 40mM ammonium
hydroxide, pH 9.4.

For each set of samples, overnight cultures grown in MOPS
minimalmedia were inoculated 1:500 into freshmedia and grownuntil
they reached OD600 ≥0.1. For experiments involving ciprofloxacin
treatment, cells were back-diluted to OD600 = 0.1 in 25mL MOPS
minimal media, dispensed into 250mL baffled flasks, and treated with
16 ng/mL ciprofloxacin or solvent control (H2O) for 1 h before extrac-
tion. Aliquots with biomass equivalents to 10mL of cell culture at
OD600 = 0.1 were collected and immediately subjected to metabolite
extraction using a 40:40:20mixture of acetonitrile, methanol, and LC-
MS grade water pre-chilled to −20 °C and maintained on dry ice as
described previously124. Samples were rapidly collected by Fast Swin-
nex filtration in the 40:40:20 extraction solvent and then centrifuged
for 5min at 16,000 rpm at 4 °C. Extracted metabolites were filtered
using Phree phospholipid removal filters (#8B-S133-TAK Phenomenex;
Torrence, CA). For experiments involving ciprofloxacin treatment,
13C-standards were spiked in during extraction.

Uniformly labeled 13C-standards were generated by growing E. coli
in uniformly labeled glucose M9 minimal media in baffled flasks49.
Calibration standards were split across several mixes, aliquoted, and
lyophilized to dryness. All samples and calibrators were equally spiked
with the same internal standards. Samples were quantified using
isotope-dependent mass spectrometry. Calibration curves were run

before and after all biological and analytical replicates. The con-
sistency of quantification between calibration curves was checked by
running aQualityControl sample composedof all biological replicates.

Full scan data was processed using either AB SCIEXMultiQuant or
MAVEN125. Raw metabolomics data are provided in Supplementary
Data 1, 2, and 7.

NADH and NAD+ quantification
NADH and NAD+ were quantified using the Promega NAD+/NADH-Glo
kit (#G9071 Promega; Madison, WI) according to the manufacturer’s
instructions. Briefly, overnight cultures grown in MOPS-rich media
were inoculated 1:500 into fresh media and grown to OD600 ≥0.2.
Cultures were back-diluted to OD600 = 0.2, then lysed with 0.1 N
NaOH+0.5% DTAB. For NAD+, 100μL of lysed cells were treated with
50μLof0.4 NHCl andheated to60 °C for 15min todecomposeNADH,
then neutralized with 50μL of Trizma base. For NADH, 100μL of lysed
cells were heated at 60 °C for 15min to decompose NAD+, then neu-
tralizedwith 100μL ofHCl/Trizma solution. Equal volumes of NADHor
NAD+ extract and NAD/NADH-Glo Detection Reagent were added to a
96-well flat white plate. After incubating for 1 h, luminescence mea-
surements were taken in a Tecan Infinite M Plex microplate reader.
Absolute concentrations of NADH and NAD+ were calculated from a
standard curve.

Bacterial growth kinetics
Overnight cultures of cells grown in MOPS-rich were inoculated
1:20,000 into fresh media. 200μL of diluted cultures were dispensed
into 96-well clear round-bottom microplates. Microplates were incu-
bated at 37 °C in a Tecan Infinite M Plexmicroplate reader at 900 rpm.
OD600 was measured every 12.5min for 12 h.

Oxygen consumption and extracellular acidification
quantification
Oxygen consumption and extracellular acidification rates were mea-
sured using a Seahorse XFe96 Extracellular Flux Analyzer (Agilent;
Santa Clara, CA), as described previously21,25,26. Briefly, Seahorse XF Pro
cell culture microplates were pre-coated with 15μL 100μg/mL poly-D-
lysine. Overnight cultures grown in MOPS-rich media were inoculated
1:500 into freshmedia.Cellsweregrownuntil they reachedOD600 ≥0.1
and then back-diluted to OD600 = 0.0025. 200μL of diluted cells were
dispensed into coated microplates, and microplates were centrifuged
for 10min at 1500 x g to adhere cells. Oxygen consumption rate (OCR)
and extracellular acidification rate (ECAR) measurements were made
at 4-minute intervals (2.5min formeasurement and 1.5min formixing)
for 4 cycles. Reported values are derived from 5 technical replicates
for each biological replicate. Samples were randomized on each
plate to control for potential systematic biases. For experiments
involving piceatannol, cells were treated with 12.5μM piceatannol or
0.5% DMSO after cultures were back-diluted to OD600 = 0.0025 before
measurement.

Minimum inhibitory concentration (MIC) determination
MICs for ciprofloxacin and piceatannol were measured by microbroth
dilution; experiments involving ciprofloxacin followed the CLSI stan-
dard procedure55 with the exception that we used MOPS-rich media
instead of Mueller-Hinton broth. Ciprofloxacin or piceatannol was
serially diluted 1.5-fold in MOPS-rich media at 100μL volumes in a 96-
well round-bottom microplate. The highest working concentration
was 40 ng/mL for ciprofloxacin and 100μg/mL for piceatannol. The
last 2 columns of each microplate contained drug-free controls. For
ciprofloxacin, overnight cultures grown in MOPS-rich media were
inoculated to OD600 = 0.01, grown to exponential phase (OD600 > 0.3),
then back-diluted to OD600 = 0.0002. 100μL of diluted cultures were
added to each well of the ciprofloxacin-loaded microplate. For picea-
tannol, overnight cultures grown in MOPS-rich media were inoculated
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1:10,000 into fresh media. 100μL of diluted cultures were added to
each well of the piceatannol-loaded microplate. The last column was
not inoculated with cells and used as a cell-free control. Plates were
sealed with Breathe-Easy permeable membranes (#Z380059 Sigma-
Aldrich) and incubated for 22 h. OD600 was measured on a Tecan
Infinite M Plex microplate reader.

Resistance evolution
Resistance evolution experiments were performed by serial-dilution
passaging. 1mg/mL stocks of ciprofloxacin were prepared and stored
at −20 °C for consistent chemical preparation. Aliquots were thawed
and diluted for use in each evolution cycle and were discarded after-
ward. Ciprofloxacin-loadedmicroplates were prepared above as in the
MIC experiments. Evolution experiments were initiated by growing
ancestral E. coli cells in MOPS-rich media and inoculating 1:2500 into
fresh media. For each cycle, diluted cultures were dispensed into each
ciprofloxacin-loaded plate to achieve a final inoculum of 1:5,000 ( ~1-
2·106 colony forming units). Plates were sealed with Breathe-Easy
permeable membranes and incubated for 22 h. OD600 was then mea-
sured on a Tecan Infinite M Plex microplate reader. The MIC50 was
calculated as the concentration of ciprofloxacin required to inhibit
growth by ≥50% compared to ciprofloxacin-free growth controls. At
each subsequent evolution cycle, the culture from the highest cipro-
floxacin concentration in which bacteria grew (OD600 ≥0.1) was dilu-
ted 1:2500 and re-inoculated into freshly prepared ciprofloxacin-
loaded microplates at a volume of 100μL to achieve 1:5000 final
dilution. Bacteria were passaged for a total of 8 cycles. Fold change
MIC50 was calculated by dividing the MIC50 of each cycle by the MIC50

of Cycle 1. Areas under the curvewere calculated by summing the fold-
change MIC50s across all 8 cycles. Cycles to 4 x MIC were determined
as the first cycle at which growth was observed at 4 x MIC50. For
experiments involving biochemical supplementation, 12.5μM picea-
tannol or 15μ/mL catalase was included in the growth media
throughout the entire experiment.

Time-kill kinetics
Ciprofloxacin time-kill experiments were performed as previously
described21. Briefly, overnight cultures grown in MOPS rich were
inoculated 1:500 into freshmedia and grown to OD600 ≥0.1. Cultures
were back-diluted to OD600 = 0.1 and treated with 16 ng/mL or 18 ng/
mL ciprofloxacin as appropriate for achieving ~3-log reduction in
survival 4 h post-treatment (Supplementary Fig. 1e). Hourly samples
were collected and serially diluted in PBS for colony enumeration
24 h later. High-dose ciprofloxacin, gentamicin, or ampicillin time-kill
experiments were performed in the presence of 128 ng/mL cipro-
floxacin, 200 ng/mL gentamicin, or 100μg/mL ampicillin, respec-
tively. Piceatannol or catalase supplementation experiments were
performed in the presence of 100μM piceatannol, 15 μ/mL catalase,
or 1% DMSO.

Media switching experimentswere performedby preconditioning
cells inMOPS-rich orMOPSminimalmedia, pelleting by centrifugation
at 6000 x g for 2min, washing twice in the target working media
(MOPS rich or MOPS minimal), and then resuspending in the target
working media at OD600 = 0.1 in the presence of ciprofloxacin.

RNA sequencing and analysis
Overnight cultures grown in MOPS-rich media were inoculated 1:500
into fresh media and grown to OD600 ≥0.1. 600μL cells were then
mixed with 1200μL RNAprotect Bacteria Reagent (#76506 Qiagen;
Germantown, MD) to inactivate RNase activity. Total RNA was extrac-
ted using RNeasyMicro Kits (#74104Qiagen). RNA concentrations and
RNA integrity were measured on an Agilent 4200 TapeStation. Ribo-
somal RNA was depleted using the Ribo-Zero Plus rRNA Depletion Kit
(#20037135 Illumina; San Diego, CA). cDNA libraries were prepared
using theNEBNext Ultra II Directional RNA Library Prep Kit for Illumina

(#E7760L, New England Biolabs; Ipswich, MA). RNA sequencing was
performed on an Illumina NovaSeq6000 system with 100x coverage.

Raw sequencing reads were aligned to the GenBank U00096.3
NCBI E. coli MG1655 reference genome by Bowtie 2126. Read counts
were compiled using featureCounts127 and quantile normalized by
qsmooth128. Data quality, adapter and quality trimming statistics, and
alignment and count metrics were compiled and assessed using
MultiQC129. Differential gene expression analysis was performed using
DESeq2130. Differentially expressed genes were defined to possess false
discovery rate (FDR)-corrected p-values ≤0.05 and log2 fold changes
≥ 1 or≤ − 1. Gene Ontology (GO) analyses of differentially expressed
genes were performed using PANTHER131. FDR correction was per-
formed using the Benjamini-Hochberg method132. Normalized
sequencing counts, differential expression analyses, GO enrichments,
and data for selected genes are provided in Supplementary
Datas 3, 4, and 5.

Genome-scale metabolic modeling
Genome-scale metabolic modeling was performed using the iML1515
model of E. coli metabolism63 as described previously21. pEmpty cells
weremodeled using thedefault iML1515model. pF1 cells weremodeled
by adding an ATP sink reaction (ATPase) defined as “atp_c + h2o_c →
adp_c + h_c + pi_c”. The lower bound for the ATP sink reaction was
assigned to 1.25, which was near the greatest ATP hydrolysis rate that
possessed non-zero biomass production. pNOX cells weremodeled by
adding a NADH oxidase reaction (NOX) defined as “h_c + nadh_c +
o2_c → h2o2_c + nad_c”. The lower bound for the NADH oxidase reac-
tion was assigned to 1.33, which was near the greatest NADH oxidation
rate that possessed non-zero biomass production. Normalized RNA
sequencing counts were applied as modeling constraints to iML1515
using the iMAT algorithm61,62. Flux sampling was performed using the
COBRApy toolbox133 with 10,000 flux samples collected for each
model by optGpSampler134. Model simulations are summarized in
Supplementary Data 6.

H2O2 production
H2O2 production was quantified using a highly specific horseradish
peroxidase and Amplex UltraRed assay64. This assay quantifies H2O2

production using ΔHPX cells lacking the ability to scavenge H2O2.
Intracellular H2O2 produced by these cells passively diffuses into and
equilibrates within the extracellular medium, which are assayed using
horseradish peroxidase (#P8375 Sigma Aldrich) and Amplex UltraRed
(#A36006 Thermo Scientific). Overnight cultures grown in MOPS-rich
media containing 10U/mL catalase were inoculated 1:500 into fresh
media containing catalase and grown to OD600 ≥0.1. Cells were then
pelleted by centrifugation at 6000 x g for 2.5min, washed 3 times with
fresh media without catalase, and resuspended in freshmedia without
catalase. Washed cultures were back-diluted to OD600 = 0.05. 100μL
diluted culture was dispensed into wells of a 96-well black, clear-
bottom microplate. A standard curve for H2O2 was generated by per-
forming 2-fold serial dilutions at 100μL volumes. 50μL of MOPS rich
media containing 200μM Amplex UltraRed was dispensed into each
well of the microplate, followed immediately by 50μL of MOPS rich
media containing 100μg/mL horseradish peroxidase. OD600 and
fluorescence emissions (550–590nm) were measured on a Tecan
Infinite M-plex microplate reader at 15-minute intervals with 488 nm
excitation, and 900 rpm shaking and 37 °C incubation between reads.
Absolute H2O2 concentrations for each measurement were computed
from the standard curve, and H2O2 concentrations were normalized to
cell density as measured by OD600.

Carbonylated protein quantification
Protein carbonylation was quantified using the OxiSelect Protein Car-
bonyl ELISA kit (#STA-310Cell Biolabs; SanDiego, CA) according to the
manufacturer’s instructions, as previously described135. Briefly,
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overnight cultures grown in MOPS-rich media were inoculated 1:500
into fresh media and grown to OD600 ≥0.1. Aliquots with biomass
equivalents to 25mL of cell culture at OD600 = 0.1 were pelleted by
centrifugation at 4250 x g for 10min,washed 3 timeswith ice-coldPBS,
flash frozen, and stored at − 80 °C before extraction. Cell pellets were
lysed by the addition with 200μL Bacterial Protein Extraction Reagent
(#78243 Thermo Scientific), 100μg/mL lysozyme (#L6876 Sigma
Aldrich), and 5μ/mL DNase I (#M0303S New England Biolabs). The
total protein abundance of each sample lysate was quantified using a
Pierce BCAProtein Assay Kit (#A65453 ThermoScientific) according to
themanufacturer’s instructions. Sampleswerediluted to equal protein
concentrations prior to performing the OxiSelect ELISA assay. Absor-
bance measurements were taken at 450 nm on an Agilent Biotek
Synergy H1 microplate reader.

Oxidized deoxyguanosine quantification
Oxidized deoxyguanosine (8-oxo-dG)) was quantified using the Oxi-
Select Oxidative DNA Damage ELISA kit (#STA-320 Cell Biolabs)
according to the manufacturer’s instructions, as previously
described135. Frozen bacterial pelletswereobtained asdescribed above
for carbonylated protein quantification experiments. Total DNA was
extractedusing theDNeasyUltraCleanMicrobialKit (#10196-4Qiagen)
according to the manufacturer’s instructions. DNA concentrations
were measured using a NanoDrop One Microvolume UV-Vis Spectro-
photometer (Thermo Scientific). Samples were diluted to equal DNA
concentrations. Double-strand DNA was converted to single-strand
DNA by incubating samples at 95 °C for 5min and rapidly chilling on
ice. Single-strand DNA was digested with 10 units of Nuclease P1
(#M0660S New England Biolabs) before performing 8-oxo-dG mea-
surements using the OxiSelect ELISA kit. Absorbance measurements
were taken at 450nm on an Agilent Biotek Synergy H1 microplate
reader.

Mutation rate estimation
Mutation ratesweremeasuredusing Luria-Delbrückfluctuation tests68.
Overnight cultures grown in MOPS-rich media were inoculated
1:250,000 into fresh media with or without ciprofloxacin at a final
concentration of 8 ng/mL (~ 0.67x MIC). 1mL of diluted culture (~ 103-
104 CFUs) was dispensed into the wells of a 96-well, v-bottom, square
deep well plate. Plates were sealed using Breathe-Easy permeable
membranes and incubated for 24 h at 37 °C and 900 rpm shaking.
500μL stationary phase cultures were plated on LB agar plates ± 100
μg/mL rifampicin. Colonies were enumerated after 24 h of incubation
at 37 °C. Rifampicin resistance (RifR) CFUs were normalized by total
CFUs. Reported values were scaled by 108. Fold-induction by cipro-
floxacin was calculated by dividing the measured RifR/CFU by the
median RifR/CFU without ciprofloxacin treatment.

(p)ppGpp quantification
Intracellular (p)ppGpp abundance in exponential phase cells was
quantified using the S2 RNA-based fluorescent biosensor76. Overnight
cultures grown in MOPS rich were inoculated 1:500 into fresh media
and grown to OD600 ≥0.1. Cultures were back-diluted to OD600 = 0.1,
and 1mM IPTG was added to induce S2 expression. After 1.5 h of
induction, 50μL aliquots were added to 50μL of MOPS-rich media
containing 1mM IPTG (#I6758 Sigma Aldrich) and 400μM DFHBI-1T
(#SML2697 Sigma Aldrich) in 1.5mL microcentrifuge tubes such that
the final IPTG and DFHBI-1T concentrations were 1mM and 200μM,
respectively. DFHBI-1T is the cognate dye for the S2 sensor. Tubeswere
incubated at room temperature in the dark for 1 h before imaging. 1μL
of cells were placed atop a 1.5% agarose pad mounted on a slide and
sealed with a coverslip. Cells were imaged on a Nikon Ti2 Eclipse
microscope using a 100x oil objective. Fluorescence measurements
were taken at 488 nm and 510–531 nm emission. Negative control
experiments were conducted by omitting the addition of IPTG or

DFHBI-1T. Stationary phase cells (OD600 > 1.5) were used as positive
controls. Background-subtracted single-cell fluorescence intensities
were quantified using the MicrobeJ136 plugin of ImageJ. Reported
values are derived from the median fluorescence of n ≥ 100 cells per
replicate.

Stringent response population fraction quantification
The fraction of cells with active stringent response was quantified by
flow cytometry using the chromosomally integrated RpoS::mCherry78

or rmfp::mCherry17
fluorescent reporters. Overnight cultures grown in

MOPS-rich were inoculated 1:500 into fresh media and grown to
OD600 ≥0.2 for exponential cells or for 24 h (until OD600 ≥ 1.5) for
stationary phase cells. Samples were vortexed to remove clumps and
analyzedusing a FACSymphonyA5flowcytometer (BectonDickinson),
with fluorescence excitation at 561 nm and emission detected through
a 602/15 nm bandpass filter. Flow cytometry data were analyzed using
FlowJo (Becton Dickinson). mCherry-positive subpopulations were
defined as reporter-bearing cells with fluorescence exceeding a
threshold gate set so that ≤0.5% of negative control pEmpty cells
(lacking reporter) exceeded the gate. The percentages of stringent-on
cellswere calculated as the number of stringent-on cells divided by the
total cell count. Data were collected from n ≥ 30,000 per replicate.

Statistical analyses
Statistical significance testing was performed in Prism v10 (GraphPad;
San Diego, CA). Normality testing was performed using the Shapiro-
Wilk test. Homogeneity of variance testing was performed using the F
test or the Bartlett test, where appropriate. All two-sample compar-
isons were performed using the Mann-Whitney test or the unpaired
ttest. All multiple-sample comparisons were performed by one-way
ANOVA with Dunnett’s or Šídák’s multiple comparison test, Welch’s
ANOVA with Dunn’s multiple comparison tests, or two-way ANOVA
with Dunnett’s or Šídák’s multiple comparison test. The selection of
parametric versus non-parametric tests was determined by tests for
normality and homogeneity of variance.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
All data are available in themain text or supplementarymaterials. RNA
sequencing data generated in this study have been deposited in the
Sequence Read Archive under BioProject accession code:
PRJNA1242271. Source data are provided in this paper.

Code availability
The code used in this study are available at [https://github.com/
jasonhyang/Li_2025]
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