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ABSTRACT

Background. Diabetes is one of the leading causes of chronic kidney disease (CKD) and end-stage renal disease. This
study aims to develop and validate different risk predictive models for incident CKD and CKD progression in people with
type 2 diabetes (T2D).
Methods. We reviewed a cohort of people with T2D seeking care from two tertiary hospitals in the metropolitan cities of
the state of Selangor and Negeri Sembilan from January 2012 to May 2021. To identify the 3-year predictor of developing
CKD (primary outcome) and CKD progression (secondary outcome), the dataset was randomly split into a training and
test set. A Cox proportional hazards (CoxPH) model was developed to identify predictors of developing CKD. The
resultant CoxPH model was compared with other machine learning models on their performance using C-statistic.
Results. The cohorts included 1992 participants, of which 295 had developed CKD and 442 reported worsening of kidney
function. Equation for the 3-year risk of developing CKD included gender, haemoglobin A1c, triglyceride and serum
creatinine levels, estimated glomerular filtration rate, history of cardiovascular disease and diabetes duration. For risk of
CKD progression, the model included systolic blood pressure, retinopathy and proteinuria. The CoxPH model was better
at prediction compared with other machine learning models examined for incident CKD (C-statistic: training 0.826; test
0.874) and CKD progression (C-statistic: training 0.611; test 0.655). The risk calculator can be found at https://rs59.
shinyapps.io/071221/.
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Conclusions. The Cox regression model was the best performing model to predict people with T2D who will develop a
3-year risk of incident CKD and CKD progression in a Malaysian cohort.

GRAPHICAL ABSTRACT

Keywords: chronic kidney disease, diabetes, machine learning, prediction

INTRODUCTION

Diabetes is one of the most commonmetabolic disorders world-
wide, affecting an estimated 537 million people in 2021 [1, 2].
In Malaysia, diabetes currently affects one in every six individu-
als or 3.9 million adults aged 18 and above, with type 2 diabetes
(T2D) accounting for >90% of the people affected [3]. In people
with T2D, there is a potential risk of developing long-term mi-
crovascular andmacrovascular complications [3, 4]. Importantly,
diabetes is the leading cause of chronic kidney disease (CKD)
and end-stage renal disease in Malaysia, resulting in a signifi-
cant economic burden to the healthcare system [5–7]. Compared
with the general population, people with T2D are at a higher risk
of developing nephropathy. As such, the ability to identify peo-
ple with diabetes at risk of developing CKDmay prevent adverse
health outcomes associated with CKD. The development of risk
prediction tools and screening of CKD for T2D patients allows
concerted effort and prioritization of healthcare services to this
highest risk group. The risk equation tool can be used to help
physicians identify people at risk of reduced kidney function,
enabling early and appropriate patient care through better tar-
geted strategies.

Several prediction models to identify individuals at risk
of developing CKD have been developed [8–10]. These studies

reported that individuals who were older in age, of Black, Amer-
ican Indian, Hispanic or Asian race, who had high albuminuria
levels, high haemoglobin A1c (HbA1c), and comorbidities in-
cluding hypertension, dyslipidaemia, obesity and smoking
history were at higher risk of developing CKD [11, 12]. However,
very few studies have developed a prediction model for Asians
with T2D [13, 14].

Recently, the advancement in machine learning methods,
especially deep learning techniques, has provided researchers
with alternative methods to examine the complex relationships
between variables and hazard prediction, in addition to conven-
tional survival models [15]. However, the performance of these
models compared with traditional regression methods has not
been explored, especially for an Asian population. In this study,
we aim to develop a risk prediction model for incident CKD and
CKD progression, and compare the resultant prediction model
against those using machine learning for people with T2D.

MATERIALS AND METHODS

Study population

The demographic information of people who sought care be-
tween January 2012 and 10 May 2021 from two tertiary hospitals
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was extracted from medical records. These two tertiary hospi-
tals were located in metropolitan cities of the state of Selan-
gor and Negeri Sembilan, which provide diabetes clinics with
endocrinologists and diabetes pharmacists. To be eligible for
inclusion, they had to be diagnosed with T2D; aged 18 years
and above; on oral glucose-lowering therapies such as sulfony-
lureas, dipeptidyl peptidase-4 inhibitors or sodium-glucose co-
transporter 2 inhibitors; with an estimated glomerular filtration
rate (eGFR) >15 mL/min/1.73 m2; and meet the research qual-
ity standard with linked laboratory data. Diagnosis of T2D was
based on Malaysia Clinical Practice Guidelines for Management
of T2D [16]. People with type 1 diabetes, those with a history of
gestational diabetes, or a history of pregnancy within the last
12 months were excluded. Patients were followed until the out-
comes of interest were developed, or if they were lost to follow-
up prior to 10 May 2021, and the rest were censored on 10 May
2021.

Exposure variables

Potential candidate variables for predicting risk of incident CKD
or CKD progression among people with T2D were identified
from literature [12–14, 17, 18]. Variables identified include: age,
family history of diabetes, hypertension, dyslipidaemia, smok-
ing status, retinopathy, neuropathy, years since diagnosis of
T2D, proteinuria (positive urine dipstick of ≥1+), race, weight,
body mass index (BMI), glycated haemoglobin (HbA1c), high-
density lipoprotein (HDL), low-density lipoprotein (LDL), triglyc-
erides (TG), total cholesterol (TC), urea, serum creatinine, eGFR,
systolic blood pressure (SBP), diastolic blood pressure (DBP),
sex, history of established cardiovascular disease (CVD) [is-
chaemic heart disease (IHD), myocardial infarction (MI), heart
failure (HF), stroke (CVA)], renin-angiotensin-aldosterone sys-
tem inhibitors (RAASi) and nonsteroidal anti-inflammatory drug
(NSAIDS). Baseline characteristicswere recordedwithin 365 days
from the first eGFR measurement.

Missing data

To account for missing data, we used multiple imputation with
chained equations under the assumption of data being miss-
ing at random (MAR). We generated five imputed datasets us-
ing classification and regression tree ‘cart’. For missingness in
continuous variables, years since diagnosis of T2D, weight, BMI,
HbA1c, HDL, LDL, TG, TC, urea, serum creatinine, eGFR, SBP and
DBP, we imputed the variables on the continuous scale and then
converted the variables to categorical variables after imputation
(missing data and data after multiple imputation are shown in
Supplementary data, Table S4). Several variables including urine
albumin–creatinine ratio, urine creatinine and urine albumin
were unavailable in >75% of cases as these were often not rou-
tinely collected and thus were not considered in the model.

Outcome definition

Incident CKD was defined as the time from index date to an
eGFR reading of <60mL/min/1.73m2. The eGFR was calculated
using the 2009 CKD Epidemiology Collaboration creatinine equa-
tion, as endorsed by Malaysia Clinical Practice Guidelines for
Management of T2D [16]. CKD progression was defined as the
time from index date to eGFR decline, defined as worsening
of eGFR categories (stage 1, �90 mL/min/1.73 m2; stage 2, 60–
89 mL/min/1.73 m2; stage 3a, 45–59 mL/min/1.73 m2; stage 3b,
30–44 mL/min/1.73 m2; stage 4, 15–29 mL/min/1.73 m2; and
stage 5, <15 mL/min/1.73 m2), coupled with a 25% or more

reduction in eGFR from baseline according to the 2012 Kidney
Disease: Improving Global Outcomes (KDIGO) Clinical Practice
Guideline for the Evaluation andManagement of Chronic Kidney
Disease [19].

Model development

Data were randomly split into two, where 70% was allocated
for developing the prediction model (training set, development
set), and 30% for the evaluation of model performance (test
set, validation set). For each set, summary statistics for patient
demographics were presented with as means with standard de-
viations (SD) or median with interquartile range (IQRs) for con-
tinuous data and total numbers and percentages for categorical
data. Continuous variables were compared using the Student’s
t-test, while categorical variables were compared using the χ2

test. The Cox proportional hazard model was used to develop
the incident CKD/CKD progression risk prediction models. We
used a combination of clinical guidance and forward selection
to determine variable selection. For candidate predictors listed
above, univariate Cox analysis was applied. Predictors were ex-
cluded when P-values exceeded 0.2. In the second step, selected
variables from the univariate analysis were entered into the
multivariate model. Multivariate analysis with backward step-
wise eliminationwas then conducted to develop the subsequent
model. The sequential models are presented in Supplementary
data, Table S5a and b. Model with the best discrimination and
goodness of fit was selected. Hazard ratios (HRs) were calculated
alongwith 95% confidence interval (CI). Proportional hazards as-
sumption and linearity assumption were tested through exami-
nation of Schoenfeld residuals and Martingale residuals [20, 21].
All statistical analyses were performed using R version 4.1.1.,
mainly using the packages mice, survival, mlr3proba and sur-
vivalmodels [22–24]. Additional details are available in Supple-
mentary data, Methods S1.

Cox prediction model performance

We used a series of methods to evaluate the performance of the
models in the development and the validation data sets. Con-
cordance statistics (C-statistics) for survival model developed
by Nam were computed as measures of discrimination [25]. We
then divided the cohort into quintiles of predicted risk of inci-
dent CKD/CKD progression and determined the magnitude of
the deviation using the modified Nam and D’Agostino χ2 statis-
tic (GND test) for model calibration [26]. Calibration plots us-
ing training and test data were generated to assess the model’s
goodness of fit. We then determined the optimal cut-off thresh-
old based upon the sensitivity and specificity, and positive and
negative prediction values of the model. We repeated the anal-
ysis by conducting the 70/30 train test split based on calendar
year. We trained the models on the older patients set and vali-
dating on the newer patients set. We also excluded BMI variable
from the model for the second sensitivity analysis. For the third
sensitivity analysis, we added chronicity criterion to the defini-
tion of incident CKD by defining incident CKD as eGFR reading
<60 mL/min/1.73 m2 persisting for >3 months.

Validation of other CKD disease models in the study
training and test sets

Validation of CKD disease predictionmodels by Afghahi et al. [27]
and Dagliati et al. [28] was conducted using our training and test
data sets.
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Figure 1: Study flowchart and patient selection.

Comparison of Cox model to other machine learning
survival models

We then repeated our analyses using the following survival
analysismodels, including regression analysis (Cox proportional
hazards), decision-tree based models (random survival forests),
several neural-networks based models (Cox-Time, DeepHit,
DeepSurv, Nnet-Survival, PC-Hazard) and the baseline estimator
Kaplan–Meier Estimator with the R package mlr3proba and sur-
vivalmodels [23, 24]. The final predictors, training and test data
included in the following survival models were the same as the
final Cox model.

(i) Kaplan–Meier Estimator is a non-parametric model that
uses data to estimate survival function without consider-
ing covariates in the data and any assumptions of survival
curve distribution [29].

(ii) Cox proportional hazards (CoxPH) model is a semi-
parametric model used to estimate hazard function con-
sidering a set of covariates [30]. The effects of covariates
on survival time were evaluated.

(iii) Random forest is a supervised ensemble learning method
that aggregates outcome of interest from predictions from
many decision trees, each generated from from boot-
strap sample of predictors [31]. Random survival forest ex-
tends Breiman’s random forest by incorporating censor-
ing information into the splitting rules when growing the
trees [32].

(iv) DeepSurv is a further adaptation of CoxPH model using
deep feed-forward neural network, which is a non-linear
extension of CoxPHmodel that fulfils proportional-hazards
assumption [33]. Neural network is a machine learning
model whose model structure mimics the structure of ani-
mal brain using hidden layers and neurons in those hidden
layers.

(v) Nnet-Survival is a fully parametric neural network model
used to predict conditional survival probability in discrete
time intervals [34].

(vi) Cox-time is a time-dependent neural net CoxPHmodel that
uses neural networks as relative risk function to model re-
lationships between time and covariates [35].

(vii) DeepHit is an advanced non-proportional discrete-time
deep neural network that learns the distribution of survival
times directly, including survival datawith competing risks
[36]. The model is able to learn time-varying effects of co-
variates on survival using the joint probability distribution
of possible events at each time point.

(viii) Piecewise Constant Hazard (PC-Hazard) is a model which
discretizes the continuous-time hazard function to be
piecewise constant and uses neural networks to parame-
terize the hazard function [37].

Harrells’s C-index, Integrated Graf Score, van Houwelingen’s
alpha calibration and D-calibration were used as performance
evaluation metrics to compare these models to the reference
Cox proportional hazards model in predicting incident CKD or
CKD progression [38–41]. We compared the mean predicted sur-
vival curves for different models with the Kaplan–Meier curve
using the test set. Additional models description, hyperparam-
eters considered and performance metrics are listed in Supple-
mentary data, Text S1 and Script S1 [38–41]. We added sensitiv-
ity analysis by varying the number of epochs while training the
neural network models by increasing number of epochs to 100
and 1000.

Ethical and scientific approval

The study was approved by National Medical Research Regis-
ter (NMRR-20-662-52570) and Monash Human Research Ethics
Committee (2020-24900-45575). Ethical approval for this study
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Table 1: Characteristics of people in the primary and secondary outcome cohort.

Primary outcome:
incident CKD

Secondary outcome:
CKD progression P-value SMD

n 1548 1992
Age, years 52.45 (13.20) 54.38 (13.24) <.001 0.146
Family history of diabetes, n (%) 368 (23.8) 411 (20.6) .028 0.076
Hypertension, n (%) 1066 (68.9) 1448 (72.7) .014 0.084
Dyslipidaemia, n (%) 993 (64.1) 1262 (63.4) .651 0.017
Smoking, n (%) 134 (8.7) 154 (7.7) .349 0.034
Retinopathy, n (%) 342 (22.1) 527 (26.5) .003 0.102
Neuropathy, n (%) 377 (24.4) 534 (26.8) .106 0.056
Diabetes duration, years 10.68 (7.57) 15.06 (83.40) .054 0.074
Proteinuria, n (%) 177 (11.4) 230 (11.5) .96 0.004
Race, n (%) .978 0.015

Others 56 (3.6) 73 (3.7)
Indian 320 (20.7) 402 (20.2)
Chinese 182 (11.8) 241 (12.1)
Malay 990 (64.0) 1276 (64.1)

Weight, kg 82.37 (22.06) 81.81 (21.19) .535 0.026
BMI, kg/m2 33.75 (8.40) 33.82 (8.55) .901 0.008
HbA1c, % 8.63 (1.87) 8.62 (1.86) .864 0.007
HDL, mmol/L 1.23 (0.31) 1.22 (0.30) .619 0.02
LDL, mmol/L 2.77 (1.04) 2.73 (1.03) .285 0.044
TG, mmol/L 1.80 (1.26) 1.82 (1.21) .671 0.017
TC, mmol/L 4.80 (1.22) 4.77 (1.21) .408 0.032
Urea, mmol/L 4.62 (3.75) 5.59 (5.07) <.001 0.216
Serum creatinine, μmol/L 72.60 (18.14) 88.97 (43.39) <.001 0.492
eGFR, mL/min/1.73 m2 96.90 (27.29) 84.99 (33.19) <.001 0.392
SBP, mmHg 139.92 (39.85) 140.67 (36.32) .595 0.02
DBP, mmHg 78.85 (11.28) 78.28 (11.39) .18 0.05
Male, n (%) .775 0.024

No 800 (51.7) 1011 (50.8)
Yes 720 (46.5) 940 (47.2)
NA 28 (1.8) 41 (2.1)

Established CVD, n (%) 383 (24.7) 578 (29.0) .005 0.097
NSAIDS (%) .093 0.074

No 1113 (71.9) 1365 (68.5)
Yes 421 (27.2) 608 (30.5)
NA 14 (0.9) 19 (1.0)

RAASi (%) .894 0.016
No 550 (35.5) 693 (34.8)
Yes 984 (63.6) 1280 (64.3)
NA 14 (0.9) 19 (1.0)

Values are given as mean (SD) or as stated.
SMD, standardized mean difference.

was obtained from the Medical Research and Ethics Committee
(MREC), Ministry of Health Malaysia.

RESULTS

Cohort description

A total of 2461 participants with T2D were screened, and after
excluding 469 participants who did not fit the inclusion criteria,
1992 participants were included in this study (Fig. 1). Over a me-
dian follow-up of 1.7 years, 295 individuals developed CKDwhile
442 people experienced CKD stage progression (Table 1, Supple-
mentary data, Table S2 and S3). In the incident CKD cohort, 195
of 1253 censored patients (15.6%) were lost to follow-up before
the censored date. In the CKD progression prediction, 195 of 1550
censored patients (12.6%) were lost to follow-up before the cen-
sored date.

Model prediction performance

Of the 26 variables assessed (Table 2), seven were retained af-
ter multivariate analyses with stepwise selection (Table 3). Af-
ter stepwise selection, a greater risk of incident CKD stages 3–5
was associated with history of cardiovascular disease, gender,
HbA1c, TG and serum creatinine level, eGFR and diabetes dura-
tion. Similarly, predictors of CKD progression were: retinopathy,
proteinuria and established CVD, HbA1c, TG, serum creatinine
and SBP level at baseline. The proportional hazards and linear-
ity assumptionswere held for all variables (Supplementary data,
Fig. S1a, b, and S2a, b).

Model performance

The 3-year risk of primary outcome (incident CKD) and sec-
ondary outcome (CKD progression) equations were developed
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Table 3: Final multivariate Cox regression model.

Incident CKD CKD progression

Beta-coefficient HR (95% CI) P-value Beta- coefficient HR (95% CI) P-value

HbA1c 0.080 426 1.08 (1.01–1.16) <.05 0.064592 1.07 (1.01–1.13) <.05
TG 0.122 041 1.13 (1.04–1.23) <.01 0.099762 1.1 (1.03–1.19) <.01
Serum creatinine 0.054342 1.06 (1.04–1.07) <.001 0.004818 1 (1–1.01) <.001
Established CVD 0.321619 1.38 (1.02–1.87) <.05 0.357445 1.43 (1.13–1.82) <.01
Diabetes duration 0.022046 1.02 (1–1.04) <.05
Retinopathy 0.410524 1.51 (1.18–1.93) <.01
Proteinuria 0.521901 1.69 (1.21–2.35) <.01
SBP 0.002056 1 (1–1) .072
eGFR −0.02404 0.98 (0.96–0.99) <.001
Male −1.19698 0.3 (0.2–0.47) <.001

Table 4: Performance of Cox prediction model.

Incident CKD CKD progression

Training Test Training Test

Discrimination Concordance = 0.826
(se = 0.015 )

Concordance = 0.874
(se = 0.016 )

Concordance = 0.611
(se = 0.018 )

Concordance = 0.655
(se = 0.029 )

Calibration χ2 (P) 6.9963487
(0.1360813)

χ2 (P) 0.5189252
(0.4713005)

χ2 (P) 7.7028118
(0.5643507)

χ2 (P) 15.60836405
(0.07552424)

Cut-off value 0.3204644 0.6324474 0.3072828 0.1938746
Sensitivity (%) 0.7368421 0.7558140 0.5125786 0.5806452
Specificity (%) 0.8045714 0.7857143 0.6202414 0.6384778
PPV (%) 0.4722222 0.4452055 0.2837128 0.2962963
NPV (%) 0.9263158 0.9339623 0.8106796 0.8531073

PPV, positive predictive value; NPV, negative predictive value.

based on each final Cox model using coefficients of each pre-
dictor (Table 3, Supplementary data, Table S1). The risk calcula-
tor can be found at https://rs59.shinyapps.io/071221/. The final
model for primary outcome showed good discriminative perfor-
mance in the training and test data set, with C-statistics of 0.826
[standard error (se) 0.015] and 0.874 (se 0.016), respectively, indi-
cating good performance of the model in distinguishing people
with T2D who developed stage 3 CKD from those who did not
(Table 4, Fig. 2). However, the model for determining CKD pro-
gression had lower discrimination property, with C-statistic be-
tween 0.6 and 0.7. The final model for both outcomes showed
no evidence of poor calibration (P > .05) and no collinearity
(Supplementary data, Table S6). Calibration plots show adequate
calibration (Supplementary data, Figure S3a–d). Sensitivity anal-
ysis showed that HbA1c, serum creatinine and eGFR level, gen-
der, and history of CVD remained significant in the prediction
of incident CKD, while HbA1c, TG and serum creatinine level,
presence of retinopathy, and established CVD were significant
in predicting CKD progression (Supplementary data, Tables S7–
S9). Our dataset had comparable performance when validated
using similarmodels from other countries (Supplementary data,
Table S10).

Comparison of Cox model to other machine learning
models

The Cox regression model achieved the best predictive perfor-
mance for incident CKD (C-statistic: training 0.822; test 0.870)
compared with the other machine learning models evaluated,
among all D-calibrated models (Table 5). For CKD progression,

the random survival forest gave comparable results to Cox
model for C-statistic (C-statistic: training 0.619; test 0.666). Fur-
thermore, Cox model gave the lowest Integrated Graf Score for
CKD disease and CKD progression final models (Table 5, Supple-
mentary data, Table S11). The alpha-calibration values of Cox
model and random survival forest model were close to one. The
mean predicted survival curve for Cox model was close to the
Kaplan–Meier curve for both outcomes (Supplementary data,
Figure S4a and b). The results remain robust in the sensitivity
analysis using different number of epochs (Supplementary data,
Table S12).

DISCUSSION

There has been increasing use of risk prediction models in clin-
ical care to improve patient outcomes. Despite these benefits,
there has been a lack of easily applicable and validated mod-
els for widespread integration. As screening the general popula-
tion can be laborious and not cost effective, the use of risk pre-
diction models and targeted screening of high-risk patients for
CKD among T2D patients allows prioritization of healthcare in-
tervention. This allows for targeted treatment to delay CKD pro-
gression among people with T2D that will delay the progression
of diabetic nephropathy,which often incurs the highest cost and
has greatest impact on patients’ quality of life. In this study we
developed and validated a set of prediction model for incident
CKD and CKD progression for people with T2D in Malaysia. Our
study found seven variables routinely collected in clinical care
that could be used to predict the risk of incident CKD or CKD
progression, suggesting that this can easily be implemented in

https://rs59.shinyapps.io/071221/
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Figure 2: ROC curves for Cox predictionmodel. (a) ROC curve for training set (CKD
disease). (b) ROC curve for test set (CKD disease). (c) ROC curve for training set
(CKD progression). (d) ROC curve for test set (CKD progression). ROC, receiver-
operating characteristic.

clinical practice and be integrated into electronic health records
to identify people at increased risk of developing CKD. The re-
sults of our study are largely in line with other studies which
reported that demographics such as gender as well as labora-
tory data such as HbA1c, serum creatinine and eGFR could be
used in CKD prediction [13, 14, 18, 42]. Our study also identified
several other risk factors, such as presence of retinopathy and
TG levels, for incident CKD and CKD progression.

CKD prediction studies involving T2D patients in the Asian
region had relatively well performance with C-index ranging
from 0.80 to 0.89. For example, the study by Low et al. [13] in
Singapore examined CKDprogression prediction among T2D pa-
tients using logistic regression while Tuntayothin et al. 2021 [14]
in Thailand examined CKD disease prediction using Cox model,
both of which had a good performance. The performance of our
model is comparable to the existing studies for the primary out-
come incident CKD model (C-index: 0.61–0.81) and secondary
outcome of CKD progression (C-index: 0.73–0.85), albeit slightly
lower [10]. One reason for this variation could be differences in
the definition of CKD progression.

Prediction models for incident CKD were often developed
using the classical Cox model, but several new techniques in-
cluding neural networks have been used. In our study, we
benchmarked our classical Coxmodel to six additional machine
learning models and one Kaplan–Meier model. Interestingly, we
noted that the standard Cox regression showed the best C-
statistic performance,despite various literature showing consid-
erable improvement to disease prediction using deep learning
methods [43–45]. Some possible explanations include the small
number of predictor variables and linear interactions between
variables [46]. In addition to that, the small sample size of our
study and the small number of outcomes might account for the
limited performance of themachine learningmodels. Indeed, as
machine learning models work better if non-linearity and inter-
actions exist in the data, hence they are not expected to perform
better than the Coxmodel in disease prediction.We also applied
variable selection techniques before using our Coxmodel,which
has been shown to improve performance comparable to most
machine learning algorithms. Nevertheless, as these machine
learning algorithms will continue to advance in the future, the
results will need to be revisited.

Strength and limitations

This study offers several strengths. It is the first study in
Malaysia to investigate the risk factors of incident CKD in peo-
ple with T2D. We also developed a model to assess the decline
in eGFR. This has significant impact for the healthcare system,
due to the large number of people with diabetes inMalaysia who
subsequently develop CKD [7, 47]. Our model used basic demo-
graphics and clinical data which are easily available from rou-
tine medical records. Our study also conducted a benchmark of
traditional Cox model against the state-of-art machine learn-
ing models for disease prediction. We have conducted rigorous
cross-validation and hyperparameter tunings for the robust and
stable performance of the machine learning models.

Our analysis had some limitations. First, the study follow-
up was relatively short with a median of 1.63 years and we
had a small sample size. The study was carried out in tertiary
setting, where most people were at an advanced stage of dia-
betes with comorbidities. We did not perform an external val-
idation with a separate cohort, which limits the generalizabil-
ity of the results. Our model did not include socioeconomic and
lifestyle factors such as physical activity, alcohol or traditional
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Table 5: Comparison of the performance of the prediction models using final variables.

Outcome Variables Dataset Model C-index
Integrated
Graf Score

van
Houwelingen’s

Alpha
D-calibration

P-value

Incident CKD Final variables Training PC-Hazard 0.635 0.347 0.301 .000
Cox-Time 0.680 0.311 1.870 .527
DeepHit 0.601 0.282 0.683 .000
Nnet-Survival 0.552 0.335 0.540 .266
DeepSurv 0.795 0.145 1.009 .717
Kaplan–Meier Estimator 0.500 0.174 1.021 .693
CoxPH 0.822 0.124 1.022 .887
Random survival forest 0.812 0.135 1.122 .897

Test PC-Hazard 0.800 0.408 0.218 .003
Cox-Time 0.561 0.169 1.072 .999
DeepHit 0.448 0.339 0.338 .130
Nnet-Survival 0.375 0.192 0.699 .516
DeepSurv 0.814 0.144 1.007 .990
Kaplan–Meier Estimator 0.500 0.171 0.997 .999
CoxPH 0.870 0.113 1.030 .980
Random survival forest 0.850 0.121 1.087 .988

CKD progression Final variables Training PC-Hazard 0.504 0.260 0.595 .136
Cox-Time 0.566 0.187 1.030 .821
DeepHit 0.532 0.339 Inf .053
Nnet-Survival 0.522 0.341 0.270 .000
DeepSurv 0.591 0.169 1.017 .640
Kaplan–Meier Estimator 0.500 0.187 1.000 .976
CoxPH 0.615 0.162 1.000 .666
Random survival forest 0.619 0.177 1.072 .984

Test PC-Hazard 0.615 0.315 0.382 .000
Cox-Time 0.576 0.199 1.015 .940
DeepHit 0.480 0.361 0.654 .372
Nnet-Survival 0.481 0.310 0.418 .009
DeepSurv 0.658 0.181 1.056 .928
Kaplan–Meier Estimator 0.500 0.197 1.033 .941
CoxPH 0.666 0.177 1.018 .757
Random survival forest 0.666 0.189 1.146 .669

C-statistics in the training and test set for different prediction models.

herbal medications consumption. As our models use few vari-
ables and routinely assessable laboratory data, which are par-
ticularly suited for resource-limited settings, the models can be
generalizable to Asian regions where resources are limited in
terms of diagnosis and treatment of CKD. Most currently avail-
able models were developed in the predominantly white popu-
lations in high-income countries in North America and Europe,
whereby well-conducted clinical trials or well-established reg-
istries were placed [5, 6]. Additionally, the final variables in our
models have a strong theoretical foundation from existing stud-
ies which means they are the common predictors for CKD dis-
ease and progression, increasing their generalizability. However,
caution should be practiced while using the models in nations
other than Asia due to the different demographic makeup, di-
agnosis and treatment approaches for CKD. Third, we relied on
data from electronic medical records. Data on urine albumin–
creatinine ratio, urine creatinine and urine albumin were lim-
ited as they were not routinely collected. Future studies that
include these variables are warranted. Fourth, a fair and sys-
tematic comparison of the machine learning models is diffi-
cult due to small sample size, methodological differences used
to develop prediction models and the lack of external valida-
tion. We did not include death as competing risk in the mod-
els due to data unavailability and limitation in the R package

mlr3proba. Finally, the impact of the model on patient care is
unclear. As such, future studies could assess whether the use
of this model reduces the total number of patients developing
CKD or delay worsening of CKD. Indeed, in view of the increas-
ing prevalence of diabetes and CKD in the country, this study
could pave way for future studies with a larger sample size and
amore representative sample. Further prospective study can ex-
amine the possibility of implementing this CKD risk calculator
in primary care settings with better external validation of the
model.

The Cox regression model outperformed current machine
learning techniques in predicting risk of incident CKD and CKD
progression for a Malaysian cohort. As our model uses routinely
available laboratory data, this simple yet practical method can
be used to estimate the risk of incident CKD or CKD progression.
This affords clinicians the tools to screen people in routine clin-
ical setting, and helps people to recognize their potential risk
profile, and prevent or delay the future incidence of CKD. How-
ever, external validation in multiple diverse cohorts of people
with diabetes in clinical trials are needed.

SUPPLEMENTARY DATA

Supplementary data are available at ckj online.

https://academic.oup.com/ckj/article-lookup/doi/10.1093/ckj/sfac252#supplementary-data
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