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Summary
This Personal View is intended for early-career researchers who are not yet experts in statistics. The Personal View
focuses on common but usually avoidable flaws in the context of observational studies. I point out how study design,
data collection, and statistical methods impact statistical results and research conclusions. With particular attention to
study planning, sample selection, biases, lack of transparency and results misinterpretations.
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Introduction
The aim of statistical science is to improve under-
standing, draw inferences from data, and help make
decisions on issues that involve uncertainty. We turn
data into information, and we collect, analyse, interpret,
present, and organise data to fulfil this aim. Statistics
analysis is a set of methods and techniques for making
inferences about the characteristics of a population
based on a sample of data drawn from that population
(see Box 1). The sample is then used to estimate a
parameter (or parameters) of interest, like location,
scale, and proportions. Further, data samples are
modelled to assess association measures (i.e. correla-
tion, coefficients, odds ratio, risk ratio, etc.) to quantify
the relationship between dependent and independent
variables, exposure or risk factors and outcomes. Sam-
ples are collected by study design that can be experi-
mental or observational.

Experimental studies like randomised controlled tri-
als (RCT)1–3 are often reported as the gold standard for
drawing inferences, as they minimise bias and ensure
that potential confounding variables are evenly distrib-
uted between groups. The researcher can experimentally
manipulate the independent variable (see Box 2) and
randomly assign the subject to the experimental or
control group. The researcher can minimise the effect of
third variables by eliminating or keeping the con-
founding variables constant. The randomisation process
enhances the study’s internal validity and strengthens
the causal inferences that can be drawn from the
results.4

In observational studies, the researcher does not
control the independent variable because of ethical
concerns or logistical constraints. Hence, observational
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studies are common in fields such as epidemiology,
social sciences, public health, and health policy. A
typical observational study investigates the possible ef-
fect of a treatment on participants where the assignment
of participants into a treated group versus a control
group is outside the investigator’s control. Due to the
lack of an assignment mechanism, these studies are
inherently difficult to analyse inferentially. However, an
appropriate study design can help minimise this issue
and provide results comparable to a simple randomised
study design, which is considered the gold standard.5

Minimising biases in observational study design plays
a pivotal role in the validity and strength of statistical
inference. Researchers must be aware of the limitations
of such designs, and claims based on these studies
should be reviewed carefully.

In this Personal View, I discuss avoidable statistical
flaws for studies based on ‘classical’ observational
studies: case–control, cross-sectional, and cohort
studies. First, I introduce the main observational
studies, their applications, discuss study steps, biases,
and use of checklist to keep track of the study aspects as
well as transparent reporting. Then, I discuss good
practice and caveats in the choice and execution of sta-
tistical methods. I conclude by drawing attention to
some flaws seen in reporting and in discussing statis-
tical results.

The foundation: study design
The main observational studies are case-controls, cross-
sectional, population-based cohorts, and variants of
these three main designs.6–8 In Fig. 1, I reported the
basic schematic representation of the main observa-
tional studies, more schemes and variants can be found
in Goodman et al.9 Briefly, (i) a case–control study
compares two existing groups differing in outcome to
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Box 1.
The main objectives of statistics can be summarised as follows:
• Describing data. Statistical analysis helps summarise and describe a dataset’s main
features, such as central tendency (mean, median, mode), dispersion (range, variance,
standard deviation), and distribution shape.

• Inference and generalisation. It allows researchers to make inferences about a population
based on a sample of data. It provides tools for estimating parameters and testing
hypotheses about population characteristics.

• Decision making. Statistical methods are used to support decision-making processes by
providing a basis for drawing conclusions from data. This is particularly important in
medicine, public health and social sciences.

• Prediction. Statistical models can be used to predict future events or trends based on
historical data.

• Comparisons and relationships. Statistical analysis helps compare groups, study re-
lationships between variables, and identify patterns in data.

• Research design. Statistical analysis plays a vital role in designing experiments and
surveys, helping researchers choose the appropriate data collection and analysis
methods.

• Policy formulation. In social sciences and government, statistical findings are often used
to formulate and evaluate policies. It provides a basis for understanding social, eco-
nomic, and demographic trends.

• Risk assessment. Statistics assesses and manages public health risks, creates surveillance
systems, and assesses potential threats.

• Driving further research Statistical findings help to generate new hypotheses and drive
further research.

Box 2.
Roles of variables in statistical modelling.
• Independent variable is a variable that is manipulated or controlled by the researcher. It
is the variable that is changed or varied in order to observe its effect on the dependent
variable. It can often It can be coffee consumption or air pollution exposure, which is the
presumed cause of a cause-and-effect relationship.

• Dependent variable is the variable being studied and observed for changes in response
to the independent variable. It is the outcome or result that is measured or observed in
an experiment or study. For example, is the health outcome like a cardiovascular event?

• Confounding variable is an extraneous variable in a statistical model that correlates
with both the independent and dependent variables. It can obscure or distort the true
relationship between the variables of interest. Controlling for confounding variables is
important in statistical analysis to ensure accurate and reliable results. It is like smoking
when we assess the relationship between coffee and cardiovascular events.
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identify factors that may contribute to a condition by
comparing subjects who have the condition with pa-
tients who do not have the condition but are otherwise
similar.10,11 (ii) A cross-sectional study is like ‘photo-
graphing’ a population at a specific time. It is employed
to measure the prevalence of health outcomes, under-
stand determinants of health, and describe features of a
population.12–14 (iii) A cohort study is a type of longitu-
dinal study. It follows participants who share a specific
characteristic(s) over a period (often many years).15,16

During the study, participants get exposed to specific
risk factors (for e.g. smoking or air pollution) and the
associations between multiple outcomes are
assessed.17,18 In the prospective cohort, exposure is
assessed at baseline and the researcher follows the
subjects in time to study the development of disease or
mortality. In a retrospective cohort, the researcher starts
the study at the end of the follow-up and retrospectively
identifies the subject’s eligibility and composition, and
exposures are assessed at baseline. Each of these studies
allows the estimation of specific parameters and asso-
ciations between outcomes and exposure(s). In the hi-
erarchy of evidence, after RCTs, we list prospective
cohort, retrospective cohort, and case–control studies.
Cross-sectional studies are rather descriptive and do not
allow mimicking an RCT. To ensure robustness of re-
sults and the observational studies provide reliable
inference as close to the RCTs, two main elements are
crucial: (i) the definition of the target population and (ii)
the assessment of the internal and external validity to
allow for generalisation of the findings. These two ele-
ments are the pillars of observational studies and must
be addressed in the planning process.

Planning observational studies
Observational studies help to investigate research
questions, find evidence for a hypothesis, and provide
evidence for further investigations. To draw valid con-
clusions, statistical analysis requires careful planning
from the beginning of the research process. Planning a
research process offers a framework that will prevent
major flaws: (i) specify your hypotheses and make de-
cisions about your research question and design; (ii)
define sample size, sampling procedure, and charac-
teristics to collect.

The first step is to state the research question and
associated hypothesis. The PICO format is an effective
way to visualise and describe a research question, as it
helps in directing data collection, analysis, interpreta-
tion, and application. PICO stands for Population or
Problem (P), Intervention or Treatment of Interest (I),
Comparison or Control (C) and Outcome (O). Although
it is usually employed in clinical research questions, it
offers a framework that can be adapted to observational
studies or non-interventional studies. In a similar way,
we identify the population and how large the sample is
(P), what interventions or exposure to investigate (I), the
definition of case/control groups(C), and what are the
outcomes to measures (O) with the addition of the time
component, hence when to measure (if needed). At the
outset, a clear question and hypothesis will lead to an
understandable and reproducible objective.

The second step is to define the sampling strategy
and establish the criteria of inclusion or exclusion (often
reported in flowcharts) to define the ability to generalise
findings, hence ensuring external validity, i.e. extending
findings to similar populations. Primary outcomes
should be chosen carefully, based on the sample size
and relevance to the research questions, as well as sec-
ondary outcomes that could provide proxies and aid in
the interpretations. Exposures should be clearly defined,
as incorrect or inadequate exposure can lead to mea-
surement and misclassification biases. Because obser-
vational studies are uncontrolled, they are susceptible to
www.thelancet.com Vol 25 June, 2024
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Fig. 1: Schematic representation of the processes of selection and measurement in cohort, case–control, and cross-sectional studies.
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external factors affecting the relationships between
outcome and exposure. Hence, variables introduced in
the modelling should be closely examined for potential
roles as confounders and effect modifiers. Variables that
behave as confounders produce a spurious relationship
between outcome and exposure. Effect modifiers are the
variables associated with the outcome but not the
exposure, for example, a drug works for females and not
males.

These steps are potentially affected by bias, a sys-
tematic error in the design and method. Researchers
should be aware of four main biases in their studies.

Biases in observational studies
The main biases in observational studies are selection
bias, information bias and measurement errors, con-
founding and Simpson’s paradox.19,20 All the biases
compromise validity, i.e. selection bias compromises
external validity while confounding compromises both
internal and external validity.

Selection bias occurs when individuals, groups, or
data are chosen for analysis in a not random way. This
can lead to inaccurate results because the sample may
not represent the targeted population. For example, if
the study is at a participatory level, certain barriers, like
socio-economic or access to resources may prevent the
right population from participating as well as create the
opposite effect, the self-selection bias. Self-selection,
also known as volunteer-bias, arises in any research
study in which participants choose if they want to be
part of the sample. It is a common type of research bias
and leads to a sample that is not representative of the
population as a whole.21 Online surveys are often flawed
by voluntary selection bias. A similar remit is classified
as coverage bias, which occurs when the target popula-
tion does not coincide with the population sampled.
www.thelancet.com Vol 25 June, 2024
Coverage error can result from under-cover when
intended members of the target population are
excluded, or vice-versa with over-coverage. Both under-
cover and over-coverage are biases that may distort in-
ferences based on descriptive or analytical statistics.
Weaknesses in the sampling frame or in survey imple-
mentation create coverage error by compromising the
random selection and, thus, the representativeness of
the populations. In this category, nonresponse biases
can occur when subjects refuse to participate in a study.
These biases should be identified early on and consid-
ered whenever possible. For example, nonresponse
biases can be mitigated by a mix of responsive and
adaptive design and non-response weighting.22 These
adjustments allow the researchers to compensate for the
nonresponsive bias by mixing, for example, statistical
adjustment. Statistical methods can help to reduce it by
applying poststratification or weighting class adjust-
ments, raking or weighting, generalised regression
modelling and propensity score adjustment.23 Other
preventive steps include re-screening potential partici-
pants, implementing procedures to handle missing data
from participants lost to follow-up, and checking inter-
vention or exposure groups compared to the baseline.

Information bias refers to systematic errors in mea-
surement (or misclassification) of the exposure or
outcome. For example, if the subject is asked to report
on past experiences, often recall-biases can happen
when the subject is imprecise on past events. Answers
can also be biased due to social desirability. A classic
example in maternal and child health is the under-
reporting of smoking habit by mothers during preg-
nancy.24 All these lead to measurement errors, which
tend to underestimate potential associations by making
the groups more similar and tweaking the strength of
the association.
3
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Confounding occurs when a variable influences both
the independent and dependent variables. Failing to
account for confounding variables can cause you to es-
timate the relationship between your independent and
dependent variables wrongly. For example, in a study
where the aim is to find if drinking coffee is associated
with coronary heart disease, smoking, which is also
associated with coffee drinking, was not accounted for,
and played a confounding role. This estimated associa-
tion, i.e. ignoring that smoking is associated with both
incidence and outcome, gives a false impression that
coffee drinking and coronary heart disease are associ-
ated. The preventive measures to reduce the risk of
confounding are randomisation, assigning subjects
randomly to the treatment; stratification of the analysis
(multiple regression by submitting the population:
smokers versus non-smokers), and by ‘controlling’ for
confounding variables in multivariate analysis, by
including them in the regression models.25 Residual
confounding occurs when the distortion on the rela-
tionship between outcome and exposure remains, even
though the research has included and controlled for all
the other confounding variables.

Potential confounding also creates the statistical
phenomenon known as Simpson’s paradox. The paradox
states that an association between two variables in a
population emerges, disappears, or reverses when the
population is divided into subpopulations (as per
gender, age, etc.). Indeed, not all biases can be mitigated
or eliminated. Hence, results should be read consid-
ering the biases in the study, and conclusions should be
expressed accordingly.19 One way to keep track of all the
potential biases and limits in observation studies is to
rely on a checklist that can identify studies’ flaws early
on and help mitigate these during the analysis.

Did you forget anything? Use a checklist
Study-specific guidelines serve as a tool to help authors
craft well-structured manuscripts that facilitate reader
comprehension and critical assessment. Since the
introduction of these guidelines, more journals require
authors to adhere to the guidelines before submitting
their manuscripts. It has been observed that authors
who adhere to these guidelines enhance their chances of
successfully publishing their findings in a journal.26,27 To
minimise incomplete and inadequate reporting, the
EQUATOR (Enhancing the QUAlity and Transparency
Of health Research) Network, defined reporting guide-
lines as: ‘A checklist, flow diagram, or structured text to
guide authors in reporting a specific type of research,
developed using explicit methodology’.28,29 Current
checklists cover various studies, such as randomised
trials, case reports, study protocols, quality improve-
ment studies, qualitative research, and systematic and
meta-analyses. Of interest here is the checklist STROBE
‘Strengthening the Reporting of Observational studies
in Epidemiology’,30 specifically designed to cover cohort,
case–control, cross-sectional studies, and conference
abstracts. A good practice is to fill these checklists
carefully with comments and details.
The core: statistical methods
In this section, I draw attention to some aspects that
need to be considered in conducting the statistical
analysis that are sometimes overlooked.

Start simple
Statistical analysis is at the core of research articles.
Before jumping into data modelling, summary data
descriptions should be provided in tables and figures. A
strong description of statistics drives the modelling.
Often, this seems trivial, and some researchers jump
directly to modelling. Descriptive statistics highlight
covariate distribution, which can point to categorisation
(if a variable is highly skewed), to assess non-linearity,
missing data (with imputation methods necessary),
univariate association and testing if two (or more)
groups are statistically different. It helps to provide
subsections describing all the elements: the data set,
outcomes, covariates and their characteristics, statistical
modelling, and additional sensitivity analysis. Formulas
and equations should also be provided, particularly
when variants of known methods are used, and it is
harder for the reader to grasp what was done.

Modelling approaches
Research questions, sampling, and data collected will
drive the modelling approaches. The board class of
regression modelling is the cornerstone of many sta-
tistical analyses for estimating the association between
exposures and outcomes. Researchers often fit simple
models, but they do not provide any checks to ensure
that model assumptions have been evaluated. Fitting
regression models do not end at the coefficients table.

Every model works based on specific assumptions;
for example, residual analysis in linear regression
models assesses that the model assumption has not
been violated, and we can trust estimates. Similarly, in
survival analysis, the Cox model requires the propor-
tionality of the hazard to be true. Otherwise, a different
model must be fitted.

Data collection drives the modelling choice; for
example, data collected as clusters or by group, like in-
dividuals in different hospitals or regions, or nested data
like children in class, schools and regions, will have to
be analysed considering mixed effect (multilevel or hi-
erarchical) models to account for this difference be-
tween schools or classes or regions, by including
random effects. Furthermore, subgroup analysis can
help identify Simpson’s paradox.

Data transformation changes the interpretation. For
example, in a linear regression model, the log trans-
formation of the outcome (dependent variable) requires
www.thelancet.com Vol 25 June, 2024
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the exposure coefficients to be exponentiated and
interpreted as a multiplicative factor. If both outcome
and exposure are log-transformed, then the coefficients
are interpreted as a per cent increase rather than an
independent unit increase.

Data Missed at Random (MAR) occurs when there is
no value for the observation collected, but often, missing
data do not happen randomly. Hence, an imputation
(interpolation) approach is indicated for a small portion
of missing data, while data removal can occur for larger
portions. Missing it at random requires the researcher
to understand the potential mechanism, as these can
impact the findings and unravel some mechanisms or
errors in the data collection. In surveys, two known
variables that are quite often missed, not at random, are
income and smoking habit for obvious privacy and
stigma reasons. Educational levels are often used then
as a proxy of the socio-economic status and in ecological
studies, tobacco sales per area level are usually accoun-
ted as proxy for smoking habit.

Other errors and flaws can interfere with regression
analysis, such as categorical covariates passed as nu-
merical into the model fit software rather than
ensuring it is coded as a factor. Writing the statistical
methods provides only the software function used in
the statistical software rather than model equations.
Forgetting to report sample size for subgroups or
sensitivity analysis. Producing tables only reports the
exposure estimates and not the full model. Not
addressing the role of potential effect modifiers or
confounding variables. If data has been imputed, the
model estimates for the imputed and not-imputed
sample have not been reported, or missing data has
been ignored.

Finally, uncertainty cannot be ignored in statistical
analysis. In an observation study, there are two main
layers of uncertainty: direct about specific facts,
numbers, and science (both absolute and relative) and
indirect about the quality of our underlying knowledge.
The uncertainty associated with statistical estimates
should be clearly provided and communicated: scale
measures, confidence and credible intervals, and resid-
ual analysis or residual maps in disease mapping.
However, indirect uncertainty should also be reflected
in the description of the findings. The wording used to
evaluate and interpret results should be conveyed using
appropriate qualifying statements in the discussion
section.31

Modelling approaches for correlated data
Many applications in epidemiology, infectious dis-
eases, and exposure modelling rely on data with spatial
support, like spatial sampling, geo-localised curves
census data and in cases of surveillance on time series
to capture changes or rate of changes in adverse out-
comes. The main feature of spatiotemporal observa-
tions is their correlation. Hence, the observation is
www.thelancet.com Vol 25 June, 2024
correlated in time or space (or both). Spatio-temporal
data aims to capture the distribution and relation-
ships of physical or geographical features within a
specific area or identify particular interest clusters.
This type of study is useful for understanding spatial
patterns, trends, and variations in a location. Spatio-
temporal statistics methods tend to employ Bayesian
approaches32,33 rather than frequent ones. Bayesian
methods offer a powerful framework for analysing
spatio-temporal data by incorporating prior informa-
tion, flexibly modelling spatial processes, quantifying
uncertainty, and making reliable predictions.34 The
core difference is that frequentist statistics relies on
long-run frequencies and treats parameters as fixed,
unknown values, while Bayesian statistics incorporates
subjective beliefs, treats parameters as random vari-
ables, and updates these beliefs based on observed data
using Bayes’ theorem. While there is no hard rule on
what type of approach should be used in tackling spe-
cific statistical analysis, Bayesian approaches are a
popular choice for spatio (and temporal) analysis. The
main feature of spatial data is their intrinsic spatial
correlation, where things that are closer to the first
geographic law tend to be more similar. In other
words, spatial data is characterised by losing indepen-
dence between units as with temporal time series,
where past observations are highly correlated closer to
the present date. While there is no damage in using
geographical approaches or frequentist approaches to
model time series, for the combination of spatio-
temporal data, the advice here is to use Bayesian ap-
proaches to modelling.

Show me, don’t tell me
Figures and tables present results succinctly, so they
should be able to stand alone. This means that a figure
that is well done has labelling, a colour legend that is
easy to grasp, is not too cluttered, and the caption helps
to explain the additional details. Tables should follow the
same rules. A good reminder is to present a summary
statistics table early on, to provide an overview of the
measures’ ranges and distributions. Do not attempt to
rewrite what is in the table but report the main data
features.

It is good practice to polish the software output with
appropriate and ordered labelling, avoid scientific
number representations (for example, reporting scien-
tific numerical representation), and remember to report
how multivariate models were adjusted for, define the
reference classes, or treat categorical variables as
numerical.

A flowchart representing how the sample has been
identified is more practical than describing all the steps
in the text, but it is quite often missed. Providing access
to codes and data is always a good sign. The statistical
reviewers appreciate it, and hosting websites like
GitHub are well suited for this type of material. A
5
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pseudo dataset could also be used if data is not publicly
available.

When working with spatial data and geo-localised
data, maps are a must. But as any figure, maps should
be made assuming that not all the readers are familiar
with the specific area or regions; insets and country area
maps should be included (check Fig. 1 in the study by
Indu and colleagues35). Guidance on the geographical
area classifications should be provided as not all the
readers will be familiar with the country’s geography.
The aftermath: reporting and discussing results
The results and interpretations are presented once all
the methods and analyses have been carried out. Pre-
senting and discussing results are important parts of the
process and help drive interventions and future studies.
This is also the part where biases and a critical approach
to the studies should be discussed with the readers and
conclusion drafted.

Everything has its place
Reviewers—also known as the first readers—value or-
der, clarity, logical steps, consistency, simplicity, trans-
parency, and reproducibility.

The main step is to write in good scientific English:
with short sentences, active form rather than passive
and strong verbs. Crafting a well-written article im-
proves readability, and there are plenty of resources36,37

and available free courses on the main learning
platforms.

Presenting methods and results should follow the
same rules as a cooking recipe and should not be mixed
up. The method should contain a subsection of the data
definition. For example, Tandon and colleagues38 used
data from India’s Fifth National Family Health Survey
(NFHS-5) and extracted a subset of women who have
experienced an adverse pregnancy outcome and re-
ported it in a table. When the targeted population is
identified from hoping cohorts or registries, flowcharts
with eligibility criteria are the way to convey this type of
information; as an example, check the supplementary
information in the cohort study by Karuniawati and
colleagues39 and Figures 1 and 2 in the cohort study by
Thornton and colleagues.40 The following subsection
may be used to describe the outcomes and covariates
confounders and exposure that are relevant to the study
(see for example35,40–42). Providing the readers with a
detailed list of the steps done and choices made in
carrying out the statistical analysis increases trans-
parency and supports reproducibility. As mentioned
before, sharing of code fulfils these requirements.

Once all the elements are listed, then the statistical
analysis paragraph can be written. It should start with
simple descriptive statistics (in epidemiology, some-
times these are known as univariate), moving to the
modelling or multivariate analyses. Secondary outcomes
and sensitivity, interaction and subgroup analysis
should also be described jointly with the rationale.
Listing the modelling equation will prevent reviewer
questions. Sometimes, the analysis description can be
confusing, and it is hard to understand what was actu-
ally done. For consistency, the reviewer expects to see
the results section mimicking the statistical methods:
starting with simple statistics, i.e. descriptive, finishing
with sensitivity (sometimes, as these are to corroborate
the results obtained in the primary analysis, the tables
and figures can be reported in the supplementary ma-
terial [SM]). A good practice is to report all the useful
tables and figures in the SM. Statistical reviewers have
been accustomed to journals with word limits and au-
thors reporting just the main steps in a paragraph. But
the statistical reviewers are pleased to see extra details in
SM.43,44

Hence, to ensure clarity, explain the rationale and
specific analysis choices. A good practice is to address all
the loose end in the statistical analysis. What was done
about missing observations? Was an imputation made,
or were they discarded? Have the covariates been cat-
egorised, yes/no, why, and if so, what are the categorical
variable reference levels, and so on? How many levels
have been selected, where collapsed, why? etc.

No favouritism, please
Statistical examples in books are often crafted in a way
to minimise loose ends: lack of data, low variability,
equally distributed categorical variables, etc. However,
once data is collected, adjustments must be made to the
statistical analysis, and the study conclusion must
consider the potential issues that have arisen in due
course. Quite often, however, some researchers commit
a logical fallacy known as ‘cherry picking’.45

The phenomenon happens when researchers focus
only on evidence supporting their stance while ignoring
evidence contradicting it. Typical behaviour is seen
when researchers choose data supporting a conclusion
while ignoring contradicting data. This leads to statisti-
cal fallacies and undermines the objectivity of analysis
with faulty conclusions and misguided actions. It also
damages the trust in statistical studies, affecting their
credibility. Hence, transparency in the data collection
and analysis process reduces cherry-picking and in-
creases reader trust.

Watch your language!
In the context of observational studies, we are interested
in finding associations between variables rather than
concluding a potential causality statement. Causality is
not part of the statistical analysis46; rather, it is a narra-
tive that we add to the statistical analysis and the sci-
entific and statistical hypothesis that we are interested in
refuting. However, for the sake of fairness, in recent
years, researchers have been proposing methods to
bend observational studies to mimic experimental
www.thelancet.com Vol 25 June, 2024
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Box 3.
Summary on how to avoid statistical pitfalls.
• Identify biases early on in the study.
• Always adhere to reporting guidelines as well as complete and
submit study checklist: STROBE, PRISMA, etc.

• Use appropriate statistical methods.
• Provide as many details on statistical analysis as possible
(more details in supplementary material).

• Be consistent in presenting methods and results.
• Do not ignore contradicting evidence and mention limitations
of the study.

• Use an appropriate statistical lexicon.
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studies.47–49 Nonetheless, these approaches require sta-
tistical expertise, a deep understanding of the potential
confounding variables matching approaches, and con-
trol over caveats that could hinder the study’s conclu-
sions. Hence, causality should not be addressed in the
research article where the aim is to assess associations,
and it does not seem to be useful to address the lack of
causality due to the type of study conducted.

Researchers should familiarise themselves with sta-
tistical lexicography. In particular, the use of ‘statistical
significance’ and the difference between ‘correlation’
and ‘association’. The word ‘significant’ means suffi-
ciently great or important to be worthy of attention,
noteworthy, consequential, or influential. We use the
term ‘statistically significant’ to comment on the result
of a statistical test. Specifically, we say that we had
observed ‘statistically significant’ results when we
observed a low probability that the null hypothesis is
true (traditionally, p-value less than 0.05), we reject the
null hypothesis. Hence, comments on statistical results
that are only described as ‘significant’ are improper and
inaccurate. Results can be significant in the sense of
being ‘important’ for clinical or social reasons, for
example. But if the intention is to comment or discuss
the null hypothesis result, then the wording ‘statistically
significant’ should be used.

Some authors confuse ‘association’ with ‘correlation’
or use them interchangeably and misinterpret them as
‘causation’. Association means that one variable pro-
vides information about another variable. A relationship
between two variables that we estimated via linear co-
efficients, relative risk, odds ratio, and hazard ratio. On
the contrary, correlation specifically measures the trend
decreasing or increasing between two variables. A
Pearson correlation coefficient (often denoted by “r”)
quantifies the relationship between linearly related var-
iables. While non-parametric correlation measures,
Kendall and Spearman correlation coefficient assess
monotonic relationships. Pearl et al.46 define causation
as follows: we define that variable X is a cause of variable
Y, if Y in any way relies on X for its value. Hence,
correlation quantifies a relationship between two vari-
ables, not causation, while association is the same as
dependence and may be due to direct or indirect
causation. ‘Correlation implies association, but not
causation. Conversely, causation implies association,
but not correlation’.50 Hence, when reporting or com-
menting on model estimates, use association; when
commenting on one of the three correlation measures,
use correlation (or association) and use causality if you
have conducted an experimental study design.

Do not sugar coat
Given the study design and the data collection, there will
most likely be biases that must be addressed regarding
limitations in the discussion section and in drawing
conclusions from the data collection and analysis.
www.thelancet.com Vol 25 June, 2024
While identifying strengths is less complicated,
writing the limitations paragraph requires wearing the
auto-critical hat. Limitations should focus on reviewing
the generalisability of the results by assessing and
evaluating the external and internal validity of the study.

For example, if the study is conducted in a specific
district area or using data from a single-centre (like a
health centre or a hospital),51,52 it adds to the evidence of
the research literature. However, because of the low
national representativeness, extrapolating conclusions to
suggest national-level intervention or extending the
findings to the whole country population—based on
such a small sample—is inappropriate. Questions that
help to evaluate it critically should focus on what could
have been done better. To evaluate the study critically,
look for areas where confounding and biases may have
hampered the results. A way to critically evaluate the
study is to identify and recognise which areas of study
prevent mocking an RCT. Limitations should also
address potential error measurements and the choice
made by the researchers in using certain variables as
proxies, for example. In recent years, I have noticed a
tendency to include as strength the phrases: ‘To our
knowledge, this is the first … ’ and in study limitations,
the clause that ‘the study (classic observational) does not
permit causal conclusion’. Both convey irrelevant in-
formation and add to the impression of overselling the
work, rather than with the actual science and a result’s
validity.53 As a reviewer, I recommend avoiding them at
all costs.
Conclusion
In this paper, I briefly addressed the common statistical
pitfalls in observational studies (see Box 3), similar to
the article by Mansournia and Nazemipour54 that pro-
vides advice on accurate reporting in medical research
statistics and the article by Sydes and Langley4 on how to
avoid pitfalls in the design and reporting of clinical tri-
als. I highly recommend reading both. Carelessness in
conducting robust statistical analysis can invalidate the
efforts and benefits that would have been derived.
Hence, a well-conducted statistical analysis provides
crucial evidence for driving interventions and improving
7
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public health, thus enhancing population well-being
while identifying key areas of concern.
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